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Executive summary

Deliverable D3.2 summarizes the research & development contributions of the PANORAMIX
project partners involved in Work Package 3 (WP3) over months M10-M20 of the project. The
contributions relate to better techniques to prove the correctness of private shuffles that are key
to implementing electronic voting systems; novel techniques for implementing performant low-
latency decryption mix networks using cover traffic and active defenses to provide robustness;
techniques to mitigate long-term key compromises, even against very powerful adversaries that
could compromise supply chains and the hardware platform of mix nodes; and finally modern
techniques to define and quantify anonymity inspired from differential privacy and modern game-
based cryptographic definitions.

In terms of performant Non-Interactive Zero Knowledge proofs and arguments for shuffling
secret messages (or ballots) we present novel techniques that outperform the existing state of the
art and allow for more scalable private electronic elections. Proofs of correct shuffling for 100,000
ballots can be produced in fewer than 2 minutes on a commodity PC, and can be checked by
any interested party in less than 3 minutes.

In relation to decryption mix networks we present the design of the “Loopix” system, that
supports low-latency anonymous communications by using well controlled cover traffic to confuse
traffic analysis. We also use cover traffic to detect active dropping attacks aiming to reduce
anonymity, allowing the system to act to minimize their impact. Furthermore, we present
the “Myst” architecture to protect long-term mix node decryption keys from compromise, even
against very powerful adversaries that could compromise the hardware supply chains of mix
nodes. Myst uses an array of independently sourced, inexpensive, tamper-resistant components
to protect keys even when the mix node, and some of the components are malicious. We also
present the design and research of our decryption mix network libraries “sphinxmix” that are
available as free software.

Finally, we leverage a novel game-based set of definitions for anonymity systems to quantify
the security of the established Tor system even if parts of the Internet’s infrastructure are
corrupt. The underlying definition follows modern conventions in cryptography where privacy is
abstracted as an indistinguishability game between two possible worlds that an adversary cannot
easily distinguish between. We prove that our calculations are sound and, under reasonable
assumptions, tight.
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1. Introduction

The objective of PANORAMIX is to leverage the versatile concept of mix networks to develop
a multipurpose infrastructure for anonymous communication and to integrate this infrastructure
into practical and impactful applications. Mix networks hide the identity of senders and receivers
of messages by sending these messages in an encrypted form through a series of mix servers that
shuffle the messages to hinder the linkability of senders and receivers. PANORAMIX focuses
on three diverse applications: (1) private electronic voting protocols (WP5); (2) privacy-friendly
statistics and big data gathering protocols (WP6); and (3) privacy-preserving messaging protocols
(WPT).

Work Package 3 (WP3) and this Deliverable D3.2 focus on modelling and analyzing mix net-
works, comprising the development of novel, secure and efficient mix network designs and the
theoretical and experimental security analysis of mix networks. It supports the more applied de-
velopment efforts, which are part of Work Package 4 (WP4), and provides well evaluated design
options, that the core mix implementation, as well as applications may use. WP3 in that sense is
the “R” (Research) in the “R&D” effort underpinning the PANORAMIX project.

This document presents an intermediate report of the research progress after the first two
stages of PANORAMIX at Month M20 of the project, closely following the project proposal. In
the following section we outline the structure of this deliverable and describe the direct relation
of the outlined sections to the tasks described in the project proposal. Each further chapter then
describes in detail our progress on the respective task.

1.1 Outline of the deliverable

The deliverable D3.2 as described in the project proposal comprises:

Deliverable D3.2 (Interim report) [M20] Modelling and design elements.
Describes:

- a first iteration of a NIZK shuffle proof that may be used in implementation within WP5
(WP3.2),

- integrated robustness into efficient mix network designs and decryption mizes (WP3.1),

- robust definitions of miz networks as differentially private mechanisms (WP3.3).

The structure of this Deliverable D3.2 intentionally follows the structure defined in the project
proposal. Part I deals with “a first iteration of a NIZK shuffle proof that may be used in implemen-
tation within WP5”; Part II presents, in two chapters, design elements that “integrate robustness
into efficient mix network designs and decryption mixes”; and finally Part III presents “robust
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definitions of mix networks as differentially private mechanisms”.

1.2 WP3 tasks and mapping to Deliverable D3.2

In this section, we relate each chapter of this deliverable to each of the tasks of WP3, and summarize
their key contributions to the PANORAMIX project. We emphasize (in bold) using the definitions
of WP3 Tasks, as they are defined in the project proposal, which parts of each task the current
deliverable covers; and summarize the key contributions of each chapter of the deliverable at the
end.

1.2.1 Part I — NIZK shuffle proofs (Task 3.2)

Background. As a general pattern in security and cryptographic engineering, to obtain provable
security against malicious participants (i.e., parties who are not honest, and can arbitrarily deviate
from the expect behavior), one uses zero knowledge (ZK) proofs. Those allow anyone to verify the
correct function of other participants without requiring them to learn any secrets — concurrently
supporting high-confidentiality (privacy) and high-integrity (correctness) security properties.

More precisely, a ZK proof is a protocol between two participants, a prover and a verifier (that
can be instantiated by parties, relevant in the concrete situation), that satisfies the following three
requirements:

e Completeness: an honest verifier accepts an honest prover (e.g., if the shuffle was performed
correctly, the proof is accepted),

e Soundness: the probability that an honest verifier accepts a dishonest prover is negligible
(e.g., if the shuffle was not done correctly, the prover will be caught almost always), and

e Zero knowledge: a proof by an honest prover leaks no information except that the proved
statement holds true (e.g., the verifier only becomes convinced that the shuffle was performed
correctly, without obtaining any additional information about, say, the plaintexts or the used
permutation).

In the context of PANORAMIX, and mix networks in general, a ZK proof of a shuffle enables a
server to prove to the verifier that she has performed a shuffle correctly without revealing any side
information. In the case of the re-encryption shuffle, this means that two lists of plaintexts commit
to the same multi-set of plaintexts. Similarly, one can construct ZK proofs of decryption shuffles —
however, those proofs can be inefficient unless carefully chosen decryption mix network designs are
chosen.

ZK proofs can be interactive and in this case every prover has to interact with every possible
verifier and the proofs are not transferable. ZK proofs can also be made non-interactive and are
called NIZK. In this case, a prover just creates a single shuffle proof that can be later transferred
to all interested verifiers who can verify its correctness even after the prover has gone offline. This
allows the correct operation of the mix network to be “universally verifiable” — providing high, and
first hand assurance that no messages were inserted, modified or dropped by mixes.

A shuffle together with a NIZK shuffle proof is the most secure version of a shuffle needed in
practice. However, this high level of security comes with an efficiency cost. For example, pre-existing
ZK shuffle proofs are somewhat less efficient (e.g., requiring approximately ten exponentiations per
a shuffled item) than randomized partial checking. Moreover, NIZK shuffle proofs work either in
the “random oracle” (RO) model or in the common reference string (CRS) model. A large body of
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research deals with the construction of efficient NIZK shuffle proofs. There are literally dozens of
papers that construct more and more efficient NIZK shuffle proofs in the RO model. Proofs exist
that claim to be able to shuffle 100,000 ciphertexts in 2 minutes. However, one can argue that such
proofs are either insufficiently efficient or just very complicated (to understand, to implement, to
explain).

Definition of Task 3.2.2. During this subtask, we will aim to propose more efficient (or as
efficient, but conceptually simpler) shuffle proofs as known in the literature. Depending
on the outcomes of task 3.1.1, the protocols will be either in the random oracle model or in the
common reference string model. We will also compare the efficacy of resulting NIZK shuffle
proofs with the best existing randomized partial checking methods, to see whether NIZK shuffle
proofs (or randomized partial setting) should be used in WP5/6/7. Thus, the output of this task
will be used in other work packages, especially WP5, and possibly implemented. This
task will provide necessary cryptographic background also for other packages. Another interesting
aspect of many existing NIZK shuffle proofs is that they seem to be highly parallelizable. However,
this direction has not been investigated much, and in particular we are not aware of any shuffle
proofs that are designed to be efficient on modern parallel architectures (e.g., graphics processors).
Construction of efficiently parallelizable NIZK shuffle proofs will be one of the goals of the current
task. This subtask starts in parallel with subtask 3.2.1. The main deliverable of this subtask will
be a description of an initial variant of a concrete NIZK shuffle proof that can be used
then in at least WP5.

Summary of contributions of Deliverable D3.2. Our key advances relating to this task are
presented in Chapter 2 — “Efficient non-interactive zero-knowledge shuffles”, where we present a
novel NIZK for a shuffle of a re-encryption mix network that outperforms previous proposals. As
outlined in the Task description, the novel techniques provide more efficient shuffle proofs, including
in the CRS model; and they are evaluated and tuned in the context of electronic elections (WP5);
and they have been considered as candidates for the work in WP4.

As summarized in the chapter, the new technique allows the processing (i.e. mixing, re-
encryption and production of a proof) of almost 100,000 ciphertexts in about 2 minutes. The
Verification time of the proof for the same number of messages is under 3 minutes. These bench-
marks were computed on a standard PC (i5 processor and 8 GB of RAM), and performance would
be much better when the computations were done on a server, which indeed is the case for e-voting.
The full cryptographic details of the novel technique, comparison with previous work, and security
arguments are provided in Chapter 2.

1.2.2 Part IT — Robust and efficient mix network designs (Task 3.1)

Background. Mix networks are specialized routers that cryptographically hide the correspon-
dences between input and output messages, and obscure their timings through batching, delaying,
dropping or adding dummy traffic, in order to obscure who is talking to whom. A number of archi-
tectures for mix nets have been discussed in the literature, and two of the major ones are decryption
mix nets — that accept ciphertexts, decrypt them and forward them — and the re-encryption mix
nets — that re-blind their inputs before revealing them.

Task 3.1 researches and evaluates design options for decryption mix networks. Those rely on
a sender encrypting a message multiple times to a sequence of keys, and then forwarding the
encoded message to a sequence of mixes. Each mix decrypts a layer of the message, checks it for
integrity violations, and forwards the message to its next destination. Decryption mix networks
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have a number of advantages over re-encryption mix networks: they allow flexible selection of
the intermediary mixes, and also more complex mixing strategies. This is due to the fact that
the sender may include arbitrary routing information destined to each intermediate mix alongside
the message to be anonymized. Secondly, decryption mix networks can relay an arbitrarily long
(yet fixed size) message, and only require a single public key operation per mixing operation per
message. This feature makes them a good choice for PANORAMIX use cases WP7, relating to
messaging applications, and more flexible for WPG6, relating to collection of private statistics.

Decryption mix networks have, however, a number of drawbacks. First, zero-knowledge proofs
of shuffling are very inefficient. This exposes those mix networks to active attacks by the infrastruc-
ture, and dishonest mix nodes, that could be used to facilitate traffic analysis and tracing. Secondly,
designs for decryption mix networks that offer facilities for replies, and efficient key management,
require the use of longer term decryption keys. These keys are extremely high-value, since their
exposure to the adversary could facilitate de-anonymization even in the future, using intercepted
material. Thus, robust protections need to be used by the mixing protocols or the implementation
of mix nodes to safeguard those keys.

Task 3.1.2 is concerned with studying in depth decryption mix nets with a view to extending them
for high-reliability delivery of election ballots (to support WP5). We hypothesize that randomized
partial checking (RPC) techniques, or other “cut-and-chose” mechanisms, could be adapted. How-
ever, we note that there are complexities associated with implementing RPC in asynchronous
settings, and a secure infrastructure needs to be devised to support challenges in the context of
decryption. Decryption mix nets also provide ways to route replies to anonymous messages.
Prior work has looked at making such replies indistinguishable from other messages, how-
ever suffers from a number of shortcomings we plan to address. Replies require mixes
to retain long term confidentiality keys, which preclude any forward secrecy guaran-
tees. Alternative designs could instead, for example, maintain state in routers to facilitate replies;
alternatively pick-up points (nym-servers) can be developed to operate with only ephemeral reply
channels. While some draft designs have previously appeared, this project is the first to seriously
consider such extensions to decryption mix nets, and will develop techniques specifically tailored
to surveying, big data and statistics applications to support WP6. Mix network routing strategies
and network topology impacts both the level of privacy offered as well as its resilience in the face
of network failures or attacks. We will study the design space of network topologies and
routing algorithms, and identify the most suitable designs for the selected use cases.
Finally, we will develop cover traffic strategies to provide advanced properties such as
unobservability (meaning that it is not possible for an adversary to determine whether
or not a user is sending or receiving a message). Cover traffic comes at the cost of
processing and network overhead, and thus, our focus will be on developing strategies
that maximize protection for a given tolerable overhead.

Summary of contributions of Deliverable D3.2. The key contributions to Task 3.1 are
presented in Chapter 3 — “The Loopix Anonymity system” and Chapter 4 on “Strong and
robust security guarantees in the presence of malicious components”. A key WP3 contribution to
the development effort is the “graduation” of our codebase implementing the core of a decryption
mix network from pure research to development and is summarized in the Appendix A — “The
Sphinxmix Python Package”.

The Loopix Anonymity system is a research prototype embodying, exploring and evaluating
key ideas of PANORAMIX decryption mix networks: it supports replies to anonymous messages,
and a flexible mix network routing structure that supports email or instant messaging providers
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of direct interest to partners working on messaging as part of WP7. Instead of relying primarily
on delaying messages to provide mixing and traffic analysis resistance, it uses a controlled amount
of cover traffic to confuse passive and active adversaries as to the real destination of messages —
a careful evaluation of the cost versus benefit of using covert traffic is provided in the chapter.
Finally, instead of relying on NIZK or RPC for robustness — something that is not appropriate
for messaging applications due to natural network message dropping to deal with congestion —
it employs an alternative novel technique for detecting malicious active attacks. Loops of cover
traffic are injected by mix nodes and clients to detect whether they are under active attacks, and
to mitigate them. Full performance details are provided in Chapter 3, and the research prototype

of the system is available publicly on a code repository as open source software!.

A further contribution to Task 3.1 relates to the risk of exposing long term decryption keys in
case mixes are compromised at some point. As part of Chapter 4, we describe techniques for a
hardware key management that protects the confidentiality of decryption keys (and signing keys)
even against adversaries that may have compromised some hardware components the mixes rely
upon. The case of supply-chain attacks and hardware compromise is the harshest we can consider,
since mix nodes cannot even rely on their own hardware platforms to ensure the confidentiality of
keys — and so far protecting again hardware trojans and other supply-chain attacks was considered
an open research problem with applications beyond mix networks. In Chapter 4, we present the
“Concordia” architecture that makes use of multiple independently sourced inexpensive tamper-
resistant hardware components, that collectively allow a mix to generate random numbers, perform
decryptions and sign messages — without ever exposing long term keys to any single component or
the mix network itself. We present the architecture and note that it is very well suited to decryption
mix networks: our research hardware prototype allows for processing 315 messages a second, per
quorum of components and can be parallelized to scale arbitrarily. We propose this architecture to
mediate the risks posed by the lack of perfect forward secrecy in decryption mix network designs.

Finally, in Appendix A we present a brief overview of our research libraries for decryption
mix nets, that we have successfully open sourced and provided as the core for the decryption mix
network in WP4 — to be used by all partners. The SphinxMix Python library is open source?,
available through a standard Python package, well documented, tested as part of a continuous
integration regime, and has near 100% test coverage. A summary of its architecture and its current

documentation is provided in Appendix A.

1.2.3 Part IIT — Robust security definitions for mix networks (Task 3.3)

Background. A number of definitions and metrics for privacy have been proposed over the years,
but all have serious shortcomings. Definitions based on counting the number of possible actors
ignore their relative likelihoods, while established entropy based metrics conflate the information
leaked by the mechanism with the prior or side information known to an adversary. Neither of those
composes well, making it difficult to specify the security of a mix network when used multiple times
to route correlated traffic. The objective of Task 3.3 is the study of privacy definitions and metrics
that precisely measure the privacy loss through the use of a mix net, in a way that is independent
to adversary side information, and composes well to estimate the privacy provided by multiple uses
of a mix network.

!See https://github.com/UCL-InfoSec/loopix
2See https://github.com/UCL-InfoSec/sphinx
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Task 3.3.2. We will choose from existing designs of differential privacy algorithms that can
meet our new definitions. Specifically, differential privacy mechanisms proceed by introducing
suitable noise in the data that partially randomizes this data so that a minimal amount
of information is leaked to anybody that possesses the database while the utility of
the data is preserved (at least within reason). Differential privacy algorithms exhibit natural
usability / privacy trade-offs that we will explore and exploit in our designs. We note that besides
differential privacy being used as a definition of privacy for mix nets, anonymous
channels in general can also become a component of larger privacy preserving systems.
In particular, such private channels may be used to improve the performance of privacy mechanisms
for surveys and statistics collection, by lowering the amount of noise that needs to be added to the
results through partially hiding its true originator. Task 3.3.3 will explore the full potential of this
insight, by adapting known important privacy mechanisms, e.g. statistical or relational databases,
Private Information Retrieval, Oblivious RAM, and differentially private data collection, to using
mix nets as part of their mechanism. We conjecture that the added adversary confusion about the
origin of each action will allow us to significantly lower the cost of privacy protections.

Summary of contributions of Deliverable D3.2. The key contributions to Task 3.3 are
presented in Chapter 5 — “Computing tight anonymity bounds for Tor against malicious network
infrastructure”. Our analysis leverages the AnoA definitions for anonymous communication that
are based on differential privacy to analyze the degree of anonymity the Tor network provides in
lieu of a corrupt network infrastructure. Our analysis establishes a robust base-line for the degree of
anonymity a mix network should provide if observers of parts of the Internet, such as autonomous
systems, Internet exchange points and landing points of submarine cables are trying to break the
anonymity provided by the system. The definitions we leverage for our analysis are inspired by
differential privacy and allow for a comparison between novel mix networks and Tor. Moreover,
our evaluation shows that the current state of the art protocol Tor is susceptible to an observing
top-tier provider, facing a reduction of anonymity of up to 27.8% for a single company (Level 3).
A collusion of three companies (Level 3, NTT and DTAG) even reduces anonymity by 47.2%.
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2. Efficient non-interactive zero-knowledge
shuffles

2.1 Introduction

A typical application of mix networks is in e-voting, where each voter (assume that there are n of
them) encrypts his ballot by using an additively homomorphic public-key cryptosystem, and sends
it to the bulletin board. After the vote casting period has ended, the bulletin board (considered
to be the Oth, non-mixing, mix server) forwards all encrypted ballots to the first mix server. A
small number (say, M) of mix servers are ordered sequentially. The kth mix server obtains a tuple
v of input ciphertexts from the (k — 1)th mix server, shuffles them, and sends a tuple v’ of output
ciphertexts to the (k+ 1)th mix server. Shuffling means that the kth mix server generates a random
permutation o <, S, and a vector § of randomizers, and sets v; = 0, - encp(0;5s;), where
encpk(m; ), given a public key pk, a message m, and a randomizer r (from some randomizer space
R), returns a ciphertext, i.e. vector &} is a vector of permuted and rerandomized ciphertexts 6. The
last mix server (the (M + 1)th one, usually implemented by using multi-party computation) is again
a non-mixing server, who instead decrypts the results.

A mix network typically preserves the anonymity of voters, if at least one of the participating
mix servers is honest. To achieve security against an active attack (where some of the shuffles were
not done correctly) is more difficult. In a nutshell, each server should prove in zero knowledge [22]
that her shuffle was done correctly, i.e., prove that there exists a permutation o and a vector §,
such that v}, = Eg(i) - encpk(0; s;) for each i. The resulting zero-knowledge proof is usually called
a (zero-knowledge) shuffle argument.

Moreover, to obtain active security of the whole mix network, it is important that the outputs
of incorrect shuffles are ignored. This means that each mix server (including the (M + 1)th one) has
to verify the correctness of each previous mix server, and only apply her own shuffle to the output
of the (multi-)shuffle where each previous server has been correct. Intuitively, this means that the
verification time is the real bottleneck of mix networks.

Substantial amount of work has been done on interactive zero-knowledge shuffle arguments.
Random oracle model shuffle arguments are already quite efficient, see, e.g., [24]. However, an
ever-growing amount of research [10, 21, 33, 6] has provided evidence that the random oracle model
yields properties that are impossible to achieve in the standard model. (See [12] for recent progress
on NIZK arguments in the random oracle model.)

Much less is known about shuffle arguments in the common reference string (CRS, [7]) model,
without using random oracles. This chapter describes two recent results provided by the PANORAMIX
project working group. The first result by Fauzi and Lipmaa [17] brought great efficiency gain for
both prover and verifier. The later scheme, by Fauzi, Lipmaa and Zajac [18] made shuffles even
more efficient for the verifier with a small loss in the prover efficiency.
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2.1.1 Shuffles as a part of the PANORAMIX project

The design of efficient shuffle arguments is an important part of WP3. Through WP3 we will
disseminate to more use-case oriented packages like WP 5 (e-voting). The requirement for new
shuffle arguments can be easily motivated twofold. The argument itself is crucial for providing
privacy of the mix network, especially in the use case of e-voting. On the other hand, known
solutions are usually not efficient enough. For a network where the number of messages to mix goes
into hundreds of thousands or even millions, new arguments were a must. Otherwise the whole
system would become inefficient with shuffling appointed as a bottleneck, what would compromise
usability of the system in a great manner.

As a technique to provide robust and private mixing, shuffle arguments are crucial for Tasks
3.1.1 (notions of unlinkability and anonymity) and 3.1.3 (security evaluation). Development of this
primitive was stated as of independent interest in Task 3.2. We justify the model we used as it is
stated in Task 3.2.1; propose shuffle arguments as required in Task 3.2.2. Furthermore, we validate
our results (Task 3.2.3) — both proposed arguments were accepted to top-notch cryptographic con-
ferences: the argument by Fauzi and Lipmaa to CT-RSA and the argument by Fauzi, Lipmaa and
Zajac to Asiacrypt. Task 3.3, focused on making mix networks more efficient will benefit from the
below results as well. We emphasize that proposed protocols are currently the fastest CRS-based
shuffle arguments (we motivated using this model above).

Knowledge gained during designing these arguments has been proven useful in WP 5 (Use case:
e-voting) Tasks: 5.1 (Requirement analysis and specification), 5.2 (Design), 5.3 (Validation and
product implementation). The arguments make it possible to process (i.e. mix, re-encrypt and
provide a proof) almost 100,000 ciphertexts in about 2minutes. Verification time for such an
amount of messages is under 3 minutes. Both of these numbers were computed on a standard PC
with i5 processor and 8 GB of RAM. We can easily assume that these numbers would be much
better if the computations are done on a server, what indeed is the case for e-voting. Furthermore,

since the numbers are not large, verification of the whole e-voting process could be processed on
a PC.

2.1.2 Fauzi-Lipmaa shuffle argument

In Efficient Culpably Sound NIZK Shuffle Argument without Random Oracles [17] Fauzi and Lipmaa
proposed a new pairing-based NIZK shuffle argument in the CRS model. Differently from [29], they
proved the culpable soundness of the new argument instead of white-box soundness. Compared
to [26], which also achieves culpable soundness, the new argument has 3 times faster proving and
more than 4 times faster verification. Compared to [26, 29|, it is based on a more standard cryp-
tosystem (ElGamal). While the new shuffle argument is still at least 2 times slower than the most
efficient known random oracle based shuffle arguments, it has almost optimal online prover’s com-
putation. Of course, a full efficiency comparison can only be made after implementing the different
shuffle arguments.

The construction works as follows. First they commit to the permutation o (by committing
separately to first n — 1 rows of the corresponding permutation matrix ff) and to the vector ¢
of blinding randomizers. Here, they use the polynomial commitment scheme (see Sect. 2.2) with
com(ck; 17;7) = (g1, gg)"POIHLimmiPi) € Gy x Gy, in pairing-based setting, where é : G1 x Gg —
Gr is a bilinear pairing, g; is a generator of G; for i € {1,2}, (Pj(X)), is a tuple of linearly
independent polynomials, x is a trapdoor, v is a knowledge secret, and ck = ((g1, gg)Pi(X))?:o is
the CRS. For different values of P;(X), variants of this commitment scheme have been proposed
before [23, 25, 28|.
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They show that A is a correct permutation matrix by constructing n witness-indistinguishable
succinct unit vector arguments, each of which guarantees that a row of A is a unit vector, for
implicitly constructed 4, = 1,, — Z?:_ll A;. They use the recent square span programs (SSP, [13])
approach to choose the polynomials P;(X) = y;(X) so that the unit vector argument is efficient.
Since unit vectors are used in many contexts, this argument is of independent interest.

After that, they postulate a natural concrete verification equation for shuffles, and construct the
shuffle argument from this. If privacy were not an issue (and thus vj = v, ;) for every i), the ver-

ification equation would just be the tautology [, é(n;,gg"(X)) =" TTx, é(ni,gg"_l(i)(X)). Clearly,
if the prover is honest, this equation holds. However, it does not yet guarantee soundness, since
5 (x) /)n

an adversary can use gj (given in the CRS) to create (v})? ,

i in a malicious way. To eliminate

this possibility, by roughly following an idea from [26], they also verify that []; , é(vl, ggi(X)) =7

[T, é(vs, gg”_1<i)(X)) for some well-chosen polynomials 3;(X). (Instead of n univariate polynomi-

als, [26] used n random variables y;, increasing the size of the secret key to €(n) bits.)

To show that the verifications are instantiated correctly, they also needed a same-message ar-
gument that shows that commitments w.r.t. two tuples of polynomials (y;(X))!; and (7;(X))",
commit to the same plaintext vectors. They construct an efficient same-message argument by using
an approach that is (again, roughly) motivated by the QAP-based approach of [20]. This argument
is an argument of knowledge, given that the polynomials ¢;(X) satisfy an additional restriction.

Since also privacy is required, the actual verification equations are more complicated. In particu-

1y 5 +y 1.
lar, v} = v,(;)-encpk(1;;), and (say) gg” to () is replaced by the second element g;(r 20051 00)

of a commitment to A;. The resulting complication is minor (it requires one to include into the
shuffle argument a single ciphertext U € G? that compensates for the added randomness). The
full shuffle argument consists of commitments to A and to & (both committed twice, w.r.t. the
polynomials (y; (X)), and (§;(X))?_,), n unit vector arguments (one for each row of A), n — 1
same-message arguments, and finally U.

If 9;(X) are well-chosen, then from the two verification equations and the soundness of the unit
vector and same-message arguments it follows, under a new computational assumption PSP (Power
Simultancous Product, related to an assumption from [26]), that vj = v, ;) for every i.

They prove culpable soundness [26, 27] of the new argument. Since the security of the new
shuffle argument does not depend on the cryptosystem either having knowledge components or being
lifted, they used ElGamal encryption [15] instead of the non-standard knowledge BBS encryption
introduced in [29]. Since the cryptosystem does not have to be lifted, one can use more complex
voting mechanisms with more complex ballots. The use of knowledge assumptions means that the
new argument is an argument of knowledge.

The new shuffle argument can be largely precomputed by the prover and forwarded to the ver-
ifier even before the common input (i.e., ciphertexts) arrive. Similarly, the verifier can perform
a large part of verification before receiving the ciphertexts. (See [38] for motivation for precom-
putation.) The prover’s computation in the online phase is dominated by just two (n + 1)-wide
multi-exponentiations (the computation of U). The multi-exponentiations can be parallelized; this
is important in practice due to the wide availability of highly parallel graphics processors.

2.1.3 Fauzi-Lipmaa-Zajac shuffle argument

Here we describe the recent result by Fauzi, Lipmaa, Zajac A Shuffle Argument Secure in the Generic
Model ([18]). In the results mentioned above [26, 30, 17|, the authors based the soundness of their
shuffle argument on some novel hardness assumptions, and then proved that the assumptions are
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secure in the generic bilinear group model (GBGM). It seems to be an obvious question whether
one can obtain some efficiency benefit by bypassing the intermediate assumption and proving the
soundness of the shuffle argument directly in the GBGM. Fauzi et al. (2016) show this is indeed
the case. They improve on the efficiency of the previous CRS-based shuffle arguments by proving
the security of the protocol in the GBGM and without using knowledge assumptions. Due to the
use of GBGM, they first define a sensible security model.

First, recall that in the GBGM, the adversary inputs some group elements &; = gX¢, where g
is a group generator and x; are various (not necessarily independent) random values. One assumes
that each group element §; output by the adversary is of the form §; = gfj (X), where F](X) are
known linear polynomials and g, is a generator of the group G, z € {1, 2}.

One philosophical question when using the GBGM is what exactly is the input of the adversary.
In the intended usage cases, the shuffle argument is a part of a mix network. Clearly, the mix network
should remain secure against coalitions between parties (in the case of e-voting, either voters, or
some of the mix servers themselves) that create the input ciphertexts, and parties who perform the
shuffling. It is a common practice to model such coalitions as a single adversary. In the GBGM,
it is natural to model this single adversary — who may corrupt everybody who has produced any
part of the input to the verifier — as a generic adversary. This means that an adversary, who has
generated a (say, ILin [16]) ciphertext ©; = (v;1,0;2,9;3), knows polynomials VZ](X') and V;;()?),
such that logv;; = Vi;(X) and log ngj = VZ’]()_(’) This is somewhat similar to the approach taken
in [30] who used knowledge assumptions to then obtain the random variables — more precisely,
plaintexts and randomizers — hidden in ©.

Fauzi et al. (2016) assume that the mix network is structured as follows. First, the encrypters
(e.g., voters) prove that their ciphertexts (e.g., encrypted ballots) are admissible. More precisely, by
using a validity argument, a voter proves that each component (e.g., an ILin [16] ciphertext consists
of three group elements) of her ciphertext is equal to gf(@, where the polynomial F()Z' ) has specific
form. The validity argument guarantees that the input ciphertexts to the first mix server have been
computed only from certain, “allowed”, elements of the CRS.

Each mix server first verifies the validity of original (unshuffled) ciphertexts and the soundness
of each previous shuffle argument. After that the mix server produces her shuffle (v})" , together
with her shuffle argument 7g,. This means that we consider shuffling a part of the shuffle argument.

The generic approach in the shuffle argument is as follows. First let the prover (a mix server)
choose a permutation matrix and then commit separately to its every row. The prover then proves
that the committed matrix is a permutation matrix, by proving that each row is 1-sparse (i.e.,
it has at most one non-zero element) as in [30], while computing the last row explicitly. The 1-
sparsity argument is based loosely on Square Span Programs [13]|. Basically, to show that a vector
d is 1-sparse, Fauzi et al. (2016) construct n 4+ 1 polynomials (P;(X)), that interpolate a certain
matrix (and a certain vector) connected to the definition of 1-sparsity, and then commit to @ by
using a “polynomial” version of the extended Pedersen commitment scheme, ¢ < gQE aiPi(XHw, for
random secrets y and o.

To obtain the full shuffle argument, Fauzi et al. (2016) use the same underlying idea as [26, 30,
17]. Namely, they construct a specific consistency verification equation that ensures that (v;)%; is

permuted to (v})"_ ; by using the same permutation matrix that was used to permute (g?(X))?Zl

to (Aj2)",. This is done by using a pairing equation of type Hé(ﬁ;,ggi(X))/Hé(ﬁi,Qlig) = R,
where R is a value that takes care of the rerandomization (i.e., it depends on the values § used to
rerandomize 0, but not on ).

Both [26] and [17] had an additional problem here, namely it can be the case that a maliciously
created ) depends on Pj(X) (in [26], one has Pj(X1,...,X,) = X, where X, are independent
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random variables) so log,,. é(v;, g?(X)) can depend on P;(X)P;(X), for arbitrary ¢ and j. In this case,
this equation is not sufficient for soundness, since {P;(X)P;(X)}; je(1..n) is not linearly independent
(e.g., an adversary can cancel out Pj(X)P;(X) easily with —P;(X)P;(X)). Therefore, they had
to go through additional complicated steps — that reduced the efficiency of their arguments — to
achieve (culpable) soundness even in this case.

Here, such complications are not needed, due to the validity argument. Since the validity argu-
ment guarantees that ©; and v do not depend on P;(X), it means that the values log,, é(1], g?(X))
and log,,. é(0;,A;2) do not depend on P;(X)P;(X), which removes the problem evident in both [26]
and [17]. On the other hand, [26, 17| solved this problem by proving culpable soundness only, while
Fauzi et al. (2016) prove that the new argument satisfies the standard soundness property.

The full GBGM soundness proof of the new shuffle argument is quite intricate. In particular,
the verification of the permutation matrix argument results in a system of more than 20 polynomial
equations. As some other recent papers like 3, 1], [18] use computer-based tools to solve the latter
system. More precisely, they use a computer algebra system to find its Grobner basis [9], and then
continue to find solutions from there on. It is interesting that a simple shuffle argument has such
a complicated security proof. On the other hand, both researchers and practitioners can write their
own computer algebra code to verify the security proof; this is not possible in many other arguments.

The verification is further optimized by the use of batching techniques [4], thus replacing many
pairings with less costly exponentiations. Batching has not been used before in the context of
pairing-based shuffle arguments.

2.1.4 Results comparison

Table 2.1 compares the result from [17], [18] and known NIZK shuffle arguments in the CRS model.
However, differently from other papers, [26] uses symmetric pairings, and thus its computational
and communication complexity is not directly comparable. The prover’s computational complexity
and the communication includes the computation and sending of the ciphertexts themselves. (This
is fair, since different shuffle arguments use different public-key cryptosystems that incur different
overhead to these complexity measures.) The highlighted cells in each row are the values with best
efficiency, or best security properties.

Finally, each of the CRS-model shuffle arguments relies substantially on the GBGM. The Groth-
Lu and Fauzi-Lipmaa shuffles rely on the GBGM to prove security of complicated computational
assumptions. The Lipmaa-Zhang shuffle relies on the GBGM to prove security of non-falsifiable
knowledge assumptions.

2.2 Preliminaries

Let S, be the symmetric group on n elements. For a (Laurent) polynomial or a rational function f
and its monomial p, denote by coeff,(f) the coefficient of pin f. Write f(r) =« g(k), if f(k) —g(k)
is negligible as a function of k.

2.2.1 Bilinear maps

Let k be the security parameter. Let ¢ be a prime of length O(k) bits. Assume use of a secure
bilinear group generator genbp(1¥) that returns gk = (¢, G1, Go, G, é), where G1, Gy, and G are
three multiplicative groups of order ¢, and é : G; x Go — Gp. Here, we denote the elements of Gy,
Go, and Gp as in g1, g2, g7 (i.e., by using the Fraktur typeface). It is required that é is bilinear (i.e.,
é(g%,g5) = é(g1, 92)%), efficiently computable, and non-degenerate. We define é((24, Az, 23), B) =
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Table 2.1: A comparison of different NIZK shuffle arguments. We always consider shuffling to be
a part of the communication and prover’s computation. An n millions clock cycles is considered as
a basic unit.

Groth-Lu Lipmaa-Zhang Fauzi-Lipmaa Fauzi-Lipmaa-Zajac
Type of pairings Symmetric Asymmetric
|CRS| in (G1,G2,Gr) 2n+8 (2n+2,5n+4,0) (6n+38,2n+8,1) (2n+6,n+7,1)
Communication 18n + 120 (8n+6,4n+5,0) (7n+2,2n,0) (4n+1,3n +2,0)
Prover’s computation
Exp. in (G1,G2) 54n + 246 (16n+6,12n+5)  (14n + 3,4n) (9n +2,9n + 3)
Units 36 19.8 24.3

Verifier’s computation

Exp. in (G1,G2,Gr) — — — (11m +5,3n +6,1)
Pairings 75n + 282 28n + 18 18n + 6 3n+6

Units 196 126 36.3

Knowl. assumpt-s No Yes Yes No

Relying on GBGM PP, SP Knowledge Knowl., PSP Complete

Random oracle No

Soundness Culpable Full Culpable Full

(é(?ll, ‘:B), é(Q(g, ‘B), é(Q[?,, %)) and é(%, (911, 9[2, 913)) = (é(iB, 2(1), é(%, 9[2), é(%, 913)) Assume that
gi is a generator of G; for ¢ € {1,2}, and set gpr < é(g1, 92)-
For x = 128, the current recommendation is to use an optimal (asymmetric) Ate pairing over

a subclass of Barreto-Naehrig curves. In that case, at security level of k = 128, an element of
G1/G2/Gyr can be represented in respectively 256/512/3072 bits.

2.2.2 Zero knowledge

A NIZK argument for a group-dependent language £ consists of four algorithms, setup, gencrs, pro
and ver. The setup algorithm setup takes as input 1 and n (the input length), and outputs the
group description gk. The CRS generation algorithm gencrs takes as input gk and outputs the
prover’s CRS crs,,, the verifier's CRS crs,, and a trapdoor td. The distinction between crs, and
crs, is only important for efficiency. The prover pro takes as input gk and crs,, a statement u, and
a witness w, and outputs an argument 7. The verifier ver takes as input gk and crs,, a statement
u, and an argument 7, and either accepts or rejects.

Some of the properties of an argument are: (i) perfect completeness (honest verifier always
accepts honest prover’s argument), (ii) perfect zero knowledge (there exists an efficient simulator
that can, given u, (crsp,crs,) and td, output an argument that comes from the same distribution
as the argument produced by the prover), (iii) adaptive computational soundness (if u ¢ L, then
an arbitrary non-uniform probabilistic polynomial time prover has negligible probability of success
in creating a satisfying argument), and (iv) adaptive computational culpable soundness [26, 27] (if
u ¢ L, then an arbitrary NUPPT prover has negligible success in creating a satisfying argument
together with a witness that u € £). An argument is an argument of knowledge, if from an accepting
argument it follows that the prover knows the witness. Below we define these notions formally.

Let R = {(u,w)} be an efficiently computable binary relation with |w| = poly(|u|). Here, u is
a statement, and w is a witness. Let £ = {u: Jw, (u,w) € R} be an NP-language. Let n = |u| be
the input length. For fixed n, we have a relation R,, and a language £,,. Here, as in [26], since we
argue about group elements, both £, and R,, are group-dependent and thus we add gk as an input
to L, and R,,. Let R, (gk) := {(u,w) : (gk,u,w) € Rp}.
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A non-interactive argument for a group-dependent relation family R consists of four PPT algo-
rithms: a setup algorithm setup, a common reference string (CRS) generator gencrs, a prover pro,
and a verifier ver. For gk < setup(1”,n) (where n is the input length) and (crs = (crsp, crs,), td)
gencrs(gk) (where td is not accessible to anybody but the simulator), pro(crsy;u,w) produces an
argument 7, and ver(crs,; u, 7) outputs either 1 (accept) or 0 (reject). Here, crs, (resp., crs,) is the
part of the CRS given to the prover (resp., the verifier). Distinction between crs, and crs, is not
important from the security point of view, but in many cases crs, is significantly shorter.

A non-interactive argument ¥ is perfectly complete, if for all n = poly(k),

p gk < setup(1”, n), ((crsp, crsy ), td) «— gencrs(gk), (u, w) <= Ry (gk) :| )
' ver(gk, crs,; u, pro(gk, crs,; u, w)) = 1 B

U is adaptively computationally sound for L, if for all n = poly(x) and non-uniform probabilistic
polynomial-time adv,

P gk < setup(1”,n), ((crsp, crsy ), td) < gencrs(gk), ~ 0
(u, ) < adv(gk, crs,, crs,) : (gk,u) & L, Aver(gk,crsy;u,m) =11 "

We recall that in situations where the inputs have been committed by using a computationally
binding trapdoor commitment scheme, the notion of computational soundness does not make sense
(since the commitments could be to any input messages). Instead, one should either proof culpable
soundness or the argument of knowledge property.

U is adaptively computationally culpably sound [26, 27| for L, if for all n = poly(k), for all

polynomial-time decidable binary relations R&“It = {R%”ilt} consisting of elements from £ and
witnesses w8 and for all non-uniform probabilistic polynomial-time adv,
- gk < setup(17,n), ((crsp, crsy), td) < gencrs(gk), -0
(u, 7, w™) < adv(gk, crsp, crs, ) : (gk, u, wE ™) € REM A ver(gk, crsy;u, ) = 1|

For algorithms adv and X,q,, we write (y;1') « (adv||Xadv)(X) if adv on input y outputs y, and
Xaqv on the same input (including the random tape of adv) outputs 7/.

U is an argument of knowledge, if for all n = poly(k) and every non-uniform probabilistic
polynomial-time adv, there exists a non-uniform probabilistic polynomial-time extractor X, s.t. for
every auxiliary input aux € {0, 1}Po (),

gk < setup(1%,n), ((crsp, crsy ), td) < gencrs(gk), 0
r ~. 0 .
((u, 7);w) + (adv||Xaav)(crsp, crsy;aux) : (u,w) € R Aver(crsy;u, ) =1
Here, aux can be seen as the common auxiliary input to adv and X,q, that is generated by using
benign auxiliary input generation [5].

VU is perfectly zero-knowledge, if there exists a probabilistic polynomial-time simulator X', such

that for all stateful non-uniform probabilistic adversaries adv and n = poly(k),

[ gk < setup(1”,n), i [ gk < setup(1”,n), i
((crsp, crsy), td) < gencrs(gk), ((crsp, crsy); td) < gencrs(gk),
Pr | (u,w) < adv(gk,crsp, crs,), = Pr | (u,w) + adv(gk, crsp, crs,),
7+ pro(gk, crsp; u, w) T < X, (gk, crsp, crsy; u, td) :
| (gk,u,w) € Ry Aadv(gk,m) = 1] | (gk,u,w) € Ry Aadv(gk,m) =1

Here, the prover and the simulator use the same CRS. It is same-string zero knowledge. A same-
string statistical zero knowledge argument stays secure even when using the CRS an unbounded
number of times.
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2.2.3 Generic bilinear group model

The soundness of [11] and new assumption in [17] are proven in the generic bilinear group model
(GBGM, [36, 31, 8]). Here we present this model of computation using description based on [31].

We start by picking a random asymmetric bilinear group gk := (¢, G1, G2, Gr, é) < genbp(1¥).
Consider a black box B that can store values from groups Gi,Go, Gr in internal state variables
cell, cellg, ..., where for simplicitly we allow the storage space to be infinite (this only increases
the power of a generic adversary). The initial state consists of some values (celly, cellz, . .., cell ),
which are set according to some probability distribution. Each state variable cell; has an accompa-
nying type type; € {1,2,7, L}. We assume initially type; = L for i > |inp|. The black box allows
computation operations on internal state variables and queries about the internal state. No other
interaction with B is possible.

Let II be the allowed set of computation operations. A computation operation consists of
selecting a (say, t-ary) operation f € II together with ¢ + 1 indices 41,142, ..., 4+1. Assuming inputs
have the correct type, B computes f(cell; ... cell;,) and stores the result in cell;,,,. For a set
Y of relations, a query consists of selecting a (say, t-ary) relation ¢ € ¥ together with ¢ indices
01,792, ...,1;. Assuming inputs have the correct type, B replies to the query with o(cell;,, ..., cell;,).

In the GBGM, we define IT = {-,é} and ¥ = {=}, where

L. On input (-,41,42,13): if type; = type;, # L then set cell;, < cell;, - cell;, and type;, < type; .

2. On input (é,i1,12,43): if type;, = 1 and type;, = 2 then set cell;; < é(cell;,cell;,) and

type;, < 1"
3. On input (=,1i1,42): if type;, = type;, # L and cell;; = cell;, then return 1. Otherwise return
0.
Since we are proving lower bounds, we will give a generic adversary adv additional power. We
assume that all relation queries are for free. We also assume that adv is successful if after 7
operation queries, he makes an equality query (=,1i1,1%2), i1 # 42, that returns 1; at this point adv
quits. Thus, if type; # L, then cell; = Fy(celly, ..., cellj;,,) for a polynomial F; known to adv.

The GBGM has proved itself to be very fruitful since its introduction, [8]. In particular, the
generic (bilinear) group model is amenable to computerized analysis, and as such, has proven itself
to be very useful say in the area of structure-preserving signature schemes [3]; see also [1].

Finally, Fischlin [19] and Dent [14] have pointed out that there exist constructions that are
secure in (Shoup’s version of) the generic group model but cannot be instantiated given any efficient
instantiation of the group encoding. However, their constructions are utterly artificial; e.g., Dent
constructed a signature scheme that under certain conditions outputs the signing key as a part of
the signature.

2.3 FL shuffle argument

In this section we describe subarguments that constitute the shuffle argument from [17].

2.3.1 Unit vector argument

In a unit vector argument, the prover aims to convince the verifier that he knows how to open
a commitment (2,2) to some (€,7), where € denotes the Ith unit vector for I € [1..n]. Fauzi
et al. (2016) construct the unit vector argument by using square span programs (SSP-s, [13], an
especially efficient variant of the quadratic arithmetic programs of [20]).

Clearly, a € Z, is a unit vector iff the following n + 1 conditions hold:

e a; € {0,1} for i € [1..n] (i.e., @ is Boolean), and
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® Z?:l a; = 1.
Following the methodology of [13], [17] obtains an efficient NIZK argument out of these condi-

tions. Let {0,2}""! denote the set of (n + 1)-dimensional vectors where every coefficient is from

{0, 2}, let o denote the Hadamard (entry-wise) product of two vectors, let V := (2'111?") € Z;,nﬂ)xn

and b := <61n) € Zn*1. Clearly, the above n + 1 conditions hold iff Vi + be{0,2}"t! ie.,

(Vi+b—Tp1)o(Vai+b—Tpp)=1Tnp . (2.1)

Let wi, i € [L..n 4 1] be n + 1 different values. Let Z(X) := [['7'(X — w;) be the unique
degree n + 1 monic polynomial, such that Z(w;) = 0 for all 7 € [1..n + 1]. Let the ith Lagrange
basis polynomial £;(X) = [[; jep . nt11,j2:((X —wj)/(wi —w;)) be the unique degree n polynomial,
s.t. £i(w;) = 1 and ¢;(w;) = 0 for j # i. For a vector € Zi, let Lz(X) = St 2l (X) be
a degree n polynomial that interpolates Z, i.e., Lz(w;) = ;.

For i € [1..n], let y;(X) be the polynomial that interpolates the ith column of the matrix
V. That is, y;i(X) = 26;(X )—+—En+1( ) for i € [1..n]. Let yo(X) = —1 + £p11(X) be the
polynomial that interpolates b— 1n+1 The polynomial commitment scheme is instantiated with
Feom = (Z(X), (yi(X))iLy)-

As in [13], Fauzi et al. (2016) arrive at the polynomial Q(X) = (3.0, a;yi(X) +yo(X))? — 1 =
(yr(X) + yo(X))* = 1 (here, we used the fact that @ = €7 for some I € [1..n]), such that @ is a unit
vector iff Z(X) | Q(X). As in [20, 13|, to obtain privacy, randomness to Q(X) is added, arriving
at the degree 2(n + 1) polynomial Qui(X) = (rZ(X) + y1(X) + yo(X))? — 1. By [20, 13], Eq. (2.1)
holds iff

(1) Qui(X) = (A(X) +yo(X))? — 1, where A(X) =r,Z(X)+ >, a;yi(X) € span(Feom), and
(i) Z(X) | QuilX).
An honest prover computes the degree < n + 1 polynomial 7,;(X) <+ Qui(X)/Z(X) € Zy[X],
and sets the argument to be equal to =7}, := gf“’i(X) for a secret y that instantiates X. If it
exists, Tuwi(X) 1= Qui(X)/Z(X) is equal to r2Z(X) + r - 2(y1(X) + yo(X)) + II;(X), where for
i € [1.n], I;(X) := ((i(X) + yo(X))? — 1)/Z(X) is a degree < n — 1 polynomial and Z(X) |
((y:(X) + yo(X))? — 1). Thus, computing 7}, uses two exponentiations.

Fauzi et al. (2016) use a knowledge (PKE) assumption in a standard way to guarantee that
A(X) is in the span of {X*}"*!. Asin [20, 13], they then guarantee condition (i) by using a PCDH
assumption and condition (ii) by using a TSDH assumption. Here, [17] uses the same technique as
in [20] and subsequent papers by introducing an additional secret, 3, and adding one group element
Qlf to the argument.

2.3.2 New same-message argument

In a same-message argument, the prover aims to convince the verifier that he knows, given two com-
mitment keys ck and ck (that correspond to two tuples of polynomials (P, (X))l o and (P;(X))7,,
respectively), how to open (21,23) = com(ck; ni;7) and (Qll,QlV) = com(ck m; ) as commitments
(w.r.t. ck and ck) to the same plaintext vector 7 (but not necessarily to the same randomizer r).

Fauzi et al. (2016) propose an efficient same-message argument using Feom = (Z(X), (yi(X)))
as described in Sect. 2.3.1. In the shuffle argument, they need (E(X))?zo to satisfy some specific
requirements w.r.t. Feom, see Sect. 2.3.3. The choice of ]51 is free otherwise.

Denote Z(X) = Py(X). For the same-message argument to be an argument of knowledge and
efficient, [17] chooses P; such that (P;(w;))""} = (yz(wj))j = 2¢; + ep4q for i € [1..n]. Moreover,

(Z(w)j21 = (Z(w;)j2 = Onsa.
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Following similar methodology as in Sect. 2.3.1, define
Qui(X) = (FZ(X) + L1 i B(X)) = (rZ(X) + 2y miyi(X))

Let 7 be the maximum degree of polynomials in (yi(X),R'(X))?:O, thus degQu; < 7. Since
Quilwj) = 2(mj —my) for j € [1..n], Qui(w;) = 0 iff mj = ;. Moreover, if m = 7 then
Qui(wnt1) = Z??l m; — > iy m; = 0. Hence, m = " iff ) A

(1) Qui(X) = A(X)—A(X), where A(X) € span({Z(X) }U{y:(X)}}L,), and A(X) € span({Z(X)}U

{P(X)}y), and

(ii) there exists a degree < n — (n + 1) polynomial 7,;(X) = Qui(X)/Z(X).
If the prover is honest, then Ty (X) = #Z(X)/Z(X) —r + S m; - (Py(X) — yi(X))/Z(X)). Note
that [17] does not need that Q.;(X) = 0 as a polynomial, we just need that Qu;(w;) = 0, which is
a deviation from the strategy usually used in QAP /QSP-based arguments [20].

2.3.3 New assumption: PSP

We will next describe a new computational assumption (PSP) that is needed in the shuffle argu-
ment proposed by Fauzi et al. (2016). The PSP assumption is related to but not equal to the
SP assumption from [26]. Interestingly, the generic group proof of the PSP assumption relies on
the Schwartz-Zippel lemma, while in most of the known interactive shuffle arguments (like [32]),
the Schwartz-Zippel lemma is used in the reduction from the shuffle security to some underlying
assumption.

Let let d(n) > n be a function. Let F = (E(X))Z’-L:O be a tuple of polynomials. We say
(d(n),F) is PSP-friendly, if the following set is linearly independent: ﬁd(n) = {Xi}?i%n) u{xt.
Pj(X)}o<i<d(m) 0<j<n Y {F0(X) P (X))}

Let (d(n), F) be PSP-friendly. Let F = (P;(X))?, be a tuple of polynomials of degree < d(n).
The (F, F)-Power Simultaneous Product (PSP) assumption states that for any n = poly(k) and
any NUPPT adversary adv,

gk < genbp (1%, 1), (g1, 92, x) < r GI x G5 x Z),

by | G122 (L (1) ¢ adv(gk: (1,020 )iy (1, 02)70) = |
¢P00 . T 6500 = 00 TP = 1A Fi € [Ln] 5 # 1)
=1 =1

(2

PSP-friendliness and the PSP assumption are defined so that both the generic model proof and
the reduction from the shuffle soundness to the PSP in Thm. 2 would go through. As in the case
of SP, it is essential that two simultaneous products have to hold true; the simpler version of the
PSP assumption with only one product (i.e., /000 . H?:lsfi(X) = 1) does not hold in the generic
bilinear group model. Differently from SP, the PSP assumption incorporates possibly distinct t and
t since the same-message argument does not guarantee that the randomizers of two commitments

are equal.

2.3.4 Shuffle argument

Let ElGamal operate in G; defined by gk. In a shuffle argument, the prover aims to convince the
verifier that, given the description of a group, a public key, and two vectors of ciphertexts, the
second vector of the ciphertexts is a permutation of rerandomized versions of the ciphertexts from
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the first vector. However, to achieve better efficiency, [17] constructs a shuffle argument that is only
culpably sound with respect to the next relation (i.e., Rffl"t—sound):

Rguilt _ (gk7 (pk) (Ui)?zl’ (U;)?zl)a Sk> gk € genbp(l’ia ’I’L)/\
shin (pk, sk) € genpke(gk) A (Vo € Sy, : Ji : decg (b)) # decsk(ug(i)))

The argument of [26] is proven to be Rig”t—sound with respect to the same relation. See [26] or the
introduction for an explanation why ng”t is sufficient.

As noted in the introduction, [17] needs to use same-message arguments and rely on the PSP
assumption. Thus, they need polynomials ]5J that satisfy two different requirements at once. First,
to be able to use the same-message argument, they need that y;(wy) = Pj(wy) for k € [1..n 4 1].
Second, to be able to use the PSP assumption, they need (d, F) to be PSP-friendly, and for this
they need ]%(X ) to have a sufficiently large degree. Recall that y; are fixed by the unit vector
argument. In the paper, the authors show that such a choice for ﬁ] exists.

Proposition 1. Let 7;(X) := (XZ(X) + 1)7YX2Z(X) 4+ 1)y;(X) for j € [1..n], and Z(X) =
Jo(X) = (XZ(X) + 1)""Z(X). Let Feom = (9;(X))}=o- Then §j(wk) = yj(wk) for all j,k, and
(n+1, ]:'com) is PSP-friendly.

Next, we will provide the full description of the [17] shuffle argument. Note that (¢;)!; are
commitments to the rows of the permutation matrix ff, proven by the m unit vector arguments
(Tuv,i)~1 and by the implicit computation of ¢,. We denote é((a, b),¢) := (é(a,c),é(b,c)).

System parameters: Let (genpkc, enc, dec) be the ElGamal cryptosystem. Let com be the polyno-
mial commitment scheme. Consider polynomials Feom = {Z(X) }U(yi (X)), from Sect. 2.3.1.
Let Feom = (§i(X))_, be as in Prop. 1.

Setup setup,, (1%, n): Let gk < genbp(1”,n).

CRS generation gencrs,,(gk): Let (g1, 82, X, 5,7) < G{ngxZg with Z(x) # 0. Let (crsyp,p, Crsuv,v) <
gencrs,, (gk,n), (CrSsm p, Crssm.v) <—r gencrs,,. (gk,n), but by using the same (g1, g2, x, 5, 7) in

both cases. Let ck < (g1,93)7< () and ck « (g1, gA)ﬁCDm(X) Set (D1,D7) + com(ck; 1,,;0),

(D1,9]) com(ck 1,;0). Set crsgy ) (crswp,ck gZ(X)/ (X) 1, (g (yi(X)_yi(X))/Z(X))?:l,@1,©g,©1,ﬁ);),

crsspp < (Crsywv, 9g, {gwl(X),gw’(X)}” 0,91,’)32,@1,’)3 ) and td sh < X. Return ((crsgp, , Crsgp ), tdsp).
Common input: (pk, (v;,v))" ), where pk = (g1,h) € G2, v; € G? and v = Vo) - encpk(1;t;) €

G2
Argument prog, (gk, crssnp; pk, (03, 07)iy; 0, (£i)iy ):

(1) Let A= Aa—l be the n x n permutation matrix corresponding to o',
(2) Forie[l..n—1]:

o Set 1; < Zyp, (¢i1,¢)) < com(ck; Asry), (czl, ) — com(ck Asiry).

(3) Set Tp & — Zz 11 T4, (cnl? n2) (5917@7)/1_[ (c117c7,2)
(4) Set (¢p1,c¢ n2) (91’97)/1_[1 1 (cﬂacﬁ)
(5) Fori € [1..n]: set myy; = (75, il) 4 Prog, (8K, crsuy pi Cit, ¢y Ai, 7).
(6) Set ry < Zp, (91,03) + com(ck; ;7;), and (91,09) < com(ck; Z; ry).
(7) Forie[l..n—1]:
o Set (7} Tom.is fl) < prog,, (gk, crssmvp,c“,cﬂ,cﬂ, 22,A“rz,rl)
(8) Set mop,q prosm(gk,crssmm,bl,%,bl,bz,t T, T)-
(9) Compute L = (84, 4s) « pk™™ - H? 190 € G2 // The only online step

(10) Output 7gp, ((Cila 5727 Eil; 622)1:1 7017027017027 (Wuv,i)?:p (W:m7i)?:_1177rsm,d,u)
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Verification verg,(gk, crsgp ,; pk, (v;, 0)7 1,7rsh)
(1) Let (cn1,c)n) < (D1,93)/[Ti2 1(%1, ¢h).

(2) Let (én1,80y) < (D1,93)/ TT15 (i1, 8)-

(3) For i € [1..n]: reject if very,(gk, Crsyu,v; €it,s €y Tuw,i) TEjECts.

(4) For i € [1..n — 1]: reject if vergy, (gk; Crssm.v; Cit, €y, Gt 6?2;7r8m,i) rejects.
(5) Reject if versm(gk,crssm’v;bl,bg,ﬁl,ﬁg;wsm’d) rejects.

(6) Check the PSP-related verification equations: // The only online step

(a) TTiy é(of, 03" ™)/ Ty é(vi, ) = é((gr, b), 03) /é(tl, g3 ™),
(0) TT e, 37 0))/ Ty 04, €) = (a1, ), 3) fe(st, 637 0).
Since ck,ck C crsgpp, (D1,D5) = com(ck; 1,;0) and (@1,93) = com(ck; 1,;0) can be computed

from the rest of the CRS. (These four elements are only needed to optimize the computation of

(¢n1,¢)5) and (cnl,cZQ) ) For security, it suffices to take crsf, = (glfs’“l(x’ﬁ),g shZ(X,ﬁ’Y’Y))’ where

Font = FuoaUFeomU{Z(X) /Z(X) YO (5 (X) ~4i (X)) /Z(X) Yy and Fapz = Fun 20V - ({1} UF com)-

Theorem 2. The new shuffle argument is a non-interactive perfectly complete and perfectly zero-
knowledge shuffle argument for ElGamal ciphertexts. If the (n + 1)-TSDH, (n,n + n + 2)-PCDH,
(:Fcomaﬁcom)']?SAP; (n + 1a]:sh,1 \ ({1} U ]:com)y}—sh,Q \ Y . ({1} U ]:com)a"}/)'PKE; (]:—coma}—sh,l \
Feoms Fsh2 \ Y Feom,¥)-PKE assumptions hold, then the shuffle argument is adaptively computa-
tionally culpably sound w.r.t. the language RE;;"; and an argument of knowledge.

2.3.5 Efficiency

When using a Barreto-Naehrig curve [2], exponentiations in G are three times cheaper than in Go.
Moreover, a single (N + 1)-wide multi-exponentiations is considerably cheaper than N + 1 exponen-
tiations. Hence, we compute separately the number of exponentiations and multi-exponentiations
in both G; and Gg [37, 34]. For the sake of the simplicity, Prop. 3 only summarizes those numbers.

Proposition 3. The prover’s CRS consists of 6n + 7 elements of Gi and 2n + 4 elements of Gs.
The verifier’s CRS consists of 4 elements of Gy, 2n + 8 elements of Ga, and 1 element of Gp. The
total CRS is 6n + 8 elements of G1, 2n + 8 elements of Ga, and 1 element of Gp, in total 8n + 17
group elements. The communication complexity is bn + 2 elements of Gy and 2n elements of Go,
in total Tn + 2 group elements. The prover’s and the verifier’s computational complexity are as in
Table 2.1.

Importantly, both the proving and verification algorithm of the new shuffle argument can be
divided into offline (independent of the common input (pk, (v;, ;)" ;)) and online (dependent on
the common input) parts. The prover can precompute all elements of 74, except i (i.e., execute all
steps of the proving algorithm, except step (9)), and send them to the verifier before the inputs are
fixed. The verifier can verify 7y, \ {4} (i.e., execute all steps of the verification algorithm, except
step (6)) in the precomputation step. Thus, the online computational complexity is dominated by
two (n+ 1)-wide multi-exponentiations for the prover, and 8n + 4 pairings for the verifier (note that
é((g1,h),07) and é((g1, b),ﬁ;) can also be precomputed by the verifier).

Low online complexity is highly important in e-voting, where the online time (i.e., the time
interval after the ballots are gathered and before the election results are announced) can be limited
for legal reasons. In this case, the mix servers can execute all but step (9) of the proving algorithm
and step (6) of the verification algorithm before the votes are even cast, assuming one is able to set
a priori a reasonable upper bound on n, the number of votes. See [38] for additional motivation.
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2.4 FLZ shuffle argument

In the current section, we will give a full description of the new shuffle argument given in [18],
followed by its efficiency analysis. Intuition behind its soundness will be given in Sect. 2.4.2. The
full soundness proof is long, and omitted here, the same for the proof of zero knowledge property.

Let II = (genpke, enc, dec) be an additively homomorphic cryptosystem with randomizer space
R; we assume henceworth that one uses the validity-enhanced ILin cryptosystem. Consider group
Gy, k € {1,2}. In this cryptosystem, where the secret key is sk = v < Z, \ {0, —1}, the public key
is pky < (gk, be) = (g, 9)), and the encryption of a small m € Z, is

s1+s2

encpk, (m; 8) := (bi', (gkbr)®, gx'g; ™)

for § <, Z,**. Denote Pr1 := (b, 1x, gx) and Pro := (1x, 9xbx, Gr), thus encpi, (m; 8) = (14, 11, g7)-

o 22 Given v € G}, the decryption sets

deCsk(ﬁ) — loggk(ngngl/(%l)bfl/v)

)

Decryption succeeds since 0302—1/(74-1)01—1/7 = 92”921+52 - (ghy) /0D 51231/7 = kagzl+$2 :
g,?sQ/WH)g,;s?W('YH) - g, = gj*. This cryptosystem is CPA-secure under the 2-Incremental Lin-
ear (2-ILin) assumption, see [16]. The ILin cryptosystem is blindable, encyy, (m;3) - encyy, (0;5") =
encpk(m; §+ §).

The authors use a variant of the ILin cryptosystem where each plaintext is encrypted twice, in
group G; and in Gy (but by using the same secret key an the same randomizer § in both). For
technical reasons (relevant to the shuffle argument but not to the ILin cryptosystem), in group G
[18] uses an auxiliary generator g; = gf/ﬁ instead of g1, for (g, 8) < (Z, \ {0})?; both encryption
and decryption are done as before but just using the secret key sk = (g, 3,7) and the public key
pk; = (81,b1 = §7); this also redefines Pri. That is, ency(m;s) = (encpk, (m; §), encpy, (m; §)),

where pk; = (g1.h1 = §7), and pky = (g2.h2 = g3), and decq () 1= logg, (v30; /"o 1/7) =

loggl(Ugngl/(wrl)nl_l/v)/(g/ﬁ) for v € G$. They call this the validity-enhanced Lin cryptosystem.

Assume that v; and v} are valid ciphertexts of II. In a shuffle argument, the prover aims to
convince the verifier in zero-knowledge that given (pk, (6;, ;)" ), he knows a permutation o € S,
and randomizers sij, i € [1..n] and j € [1..2], such that v} = v, ;) - encp(0; 5;) for ¢ € [1..n]. This
defines the group-specific binary relation Ry, exactly as in [26, 30]:

Renn = ( (gk, (pk, 83, 0)1), (0,5)) 10 € Sy A€ RN (Vi1 0] = 0,3 - encp(0;5;)) )

7

See Prot. 1 for the full description of the shuffle argument.

Fauzi et al. (2016) note that in the real mix network, (v, o, 3) is handled differently (in particular,
~ — and possibly o/8 — will be known to the decrypting party while (o, 3) does not have to be
known to anybody) than the real trapdoor (x, «) that enables one to simulate the argument and thus
cannot be known to anybody. Moreover, (g1, g2)>=*(X) is in the CRS only to optimize computation.
A precise efficiency analysis of this argument is given in full version of the [18].

In the rest of this section, we will explain the notion of batching and define non-batched versions
(that are easier to read and analyse in the soundness proof) of the verification equations. We then
state the main security theorem.

2.4.1 Batching

The authors assume that verifier checks that the batched version [4] of the equations (given in
Prot. 1) hold. However, for soundness they need that the individual (non-batched) verification
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gencrs(1%,n € poly(k)): Call gk = (¢,G1,G2,Gr,é) < genbp(1®). Let P;(X) for i € [0..n] be
polynomials (for a proper choice of polynomials see full version of the paper). Set ¥ =
(X, @, 0,8,7) Zz X (Zq\ {0})? x (Z4\ {0,—1}). Let enc be the ILin cryptosystem with the
secret key ~y, and let (pky, pky) be its public key. Set

(0% 2 ~
e <gk (glz(x))l 1791791+P0(X) gfo(x),( ((Pi(x)+FPo(x)) 1)/9)1_ pky = (81 —gf/ﬁ,fh _ 9?%)

(a2 )1 g8, a5 TN bk, = (g2, b2 = 61), 05, é(g1, 82) ", (g1, g) == P00

and td < (x, 0). Return (crs, td).
pro(crs; B € (G1 x G2)*";0 € Sy, § € Z*?):

1. Fort=1ton—1:
(a) Set r; < Zg. Set (U1, Wiz) < (g1, g0) o @IFrie,
2. Set 7, — S
Set (An1,An2) (g1, g2)2i=1 500 / TP H Az, Wso).
4. For ¢ =1 to n: /* Sparsity, for permutatlon matrix: */
P o2 (P—100+Po(X))*=1) /e
(a) Set Tiepii (%1910()())2”(95)) r?gl L(i) 0 _
5. For ¢ =1 to n: /* Shuffling itself */
(a) Set (01, 0%9) < (V5(3)1, Vo(i)2) - (€ncpk, (05 5;), encpk, (05 57)).
6. Set /* Consistency */

w

(a) For k=1 to 2: Set rs < Zq. Set merp < gQZ?ZISikPi(XHTS"“Q.
n

(b) (Te2:1, Te2:2) H(Em 0i2)" - (encpk, (05 7s), encpk, (05 7).
i=1
7. Return e, < (0, (1, Wio) 71, (Wispii)Poqy Tedods Te1:2s Feails Tea2)-
ver(crs; 0; 07, (i1, in) ' (Taspsi )Py Telid, Telia, Tea1, Te:2):
1. Set (anlam ) (91792) /Hn 1( il 2)'

2. Set (pliap2]ap31]7p4j)z€[1..n]7]€[1..3] —p ZHO
3. Check that /* Permutation matrix:

*/
n o 4 a+ P, —a+P, R n ; _ n .
Hi:1€<(m 1 T Uiy O(X)> :€<Hz 17Tf§pwg2> é(g1,92) 170 iz ps,
4. Check that /* Validity: =/

3 ” ~ 3 3 .
e (08, Ty mlhy - Ty Ty (vl ) ) = & (T3, izl H?_lnj_1<n;u>mw,g§).

5. Set R« € (§1, 715 (Te1:1me1:2)P3) - € (hy, whih whis) /é ( i1 f;j1ygz>
6. Check that /* Consistency: */

nooa . ] nooa i
[Ti=. e (H?:l(nlilj)mjagQ (X)> /1liz1 e (H?:l t)ff},?lg) =N

Protocol 1: The new shuffle argument
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equations hold. They will show that we still have soundness even if the verifier checks batched
versions of the equations.

Lemma 4. Assume (p;)icp ..k are values chosen uniformly random from Z'g. Assume X are values
chosen uniformly at random from Z,. Assume f; are some polynomials of degree poly(k). If the
equation Hle (g1, g2)7i 0P = 17 holds, then with probability > 1 — 1/q the k pairing equations
é(g1,02) ) =17, i € [1.. k] also hold.

The following corollary follows immediately from Lem. 4.

Corollary 5. Assume X = (x, «, 0, 3,7) is chosen uniformly random from Zg X (Zg \ {0})? x (Zg \
{0, =1}). Assume (p1i, D2, P3ij»> Paj)ic(1 ..n),jel1..3] are values chosen uniformly random from Z;L"Jrﬁ.
Consider the verification steps in Prot. 1.

o [f the verification on Step 3 accepts, then (with probability > 1 —1/q) for i € [1..n],

A « — ~ A —OL2
é (Qli191+PO(X),Ql¢292 +PO(X)) = & (m1spii» 05) €(g1, 92)" (2.2)
o If the verification on Step 4 accepts, then with probability > 1 —1/q,
&0y, meai) =é(meatingy) » i€ [1..3], (2.3)
& (g9,0%y;) =e(vly;,05) , i€[l.n],je(l.3]. (2.4)
o If the verification on Step 6 accepts, then with probability > 1 —1/q,
nAﬂ/‘ Pi(x) nAi ) — 5 5 5 (= 0
é (0117 9 ) /H é (031, As2) = € (Pa1, mer1) € (P2, Ter2) /€ (21, 05) - (2.5)
i=1 i=1

This means that with probability > 1—3/¢, checking the batched version of verification equations
(as in Prot. 1) is equivalent to the checking of individual verification equations (as in Cor. 5).

The authors note that Cor. 5 also holds when Y is chosen according to the distribution, stipulated
in Prot. 1.

2.4.2 Intuition behind soundness

Throughout this paper, we follow notion from [18] and use a variation of the polynomial commitment
scheme of type com;(P;;d;r) := hiz1aibi0)+re where b is a generator of G;, x and g are random
values from Z,, and P;j(X) are well-chosen polynomials. (The choice of P;(X) is fixed by the
1-sparsity argument) Several variants of this commitment scheme are well-known to be perfectly
hiding and computationally binding (under a suitable computational assumption, security of which
is usually proved in the GBGM, |25, 28]). However, since [18] only relies on the security of this
commitment scheme within the GBGM soundness proof of the shuffle, they state neither the concrete
assumption nor the security requirements (like hiding and binding) of a commitment scheme.

On the last three steps, see Prot. 1, the verifier executes four different verifications, restated in
an easier to read format in Cor. 5. Each of these verifications has an intuitive meaning, resulting in
a different subargument. However, since all of them have to use the same CRS and the soundness
proof is in the GBGM, the subarguments interact strongly.

Soundness proof in the GBGM uses the following idea. An adversary can only produce group
elements from G; or Go that are products of the elements of the same group given in the CRS;
elements of Gy can also be output by the pairing operation. Let ¥ = (x,«, 0, 3,7) be concrete
(randomly chosen) values from Z, and X = (X, Xa, X,, Xg, X)) be the corresponding random
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variables. E.g., if F(X) = {F;(X)} is the set of all rational functions such that glf(i) = {gfi(i)} is
equal to the set of all CRS values in G, then any value that the adversary creates in G1 must be
of the form g AN where A(X) € span F(X).

In this way, after taking a discrete logarithm, each verification equation can be written in the
form V(X) = 0 for some polynomial V(X) known to the adversary. However, since the values in
X were chosen uniformly random, from the Schwartz-Zippel lemma [35, 39] the authors conclude
that V(X ) = 0 as a polynomial (or a rational function), except with negligible probability O(n)/g.
From V(X) = 0, they deduce that all the coefficients of terms X“X”X’?’XZ4 in V(X) - V*(X)

(where V*(X) is the denominator of V(X)) are zero, giving us several equatlons related to the
adversary’s chosen values. From these equations and the linear independence of polynomials P;(X),
they deduce that the adversary’s chosen values must be of a certain form, except with negligible
probability O(n)/q.

More precisely, for symbolic values T and t, define (by following the definition of the CRS in
Prot. 1)

tT(X)Z(X) TQBXQ TWXQX"/
+ + ,
Xo X3 X3
chQ()?,T, t) =t(X)+ TyXo+ Ty - (—Xa+ Po(X))+ T + T, Xy +T3Xp ,

crsy (X, T,t) =t(X) 4+ T,X, + T - (Xo + Po(X)) + ToPo(X) +

where t7(X) is in the span of {((P;(X) + Py(X)) — 1)? /Z(X)}Z'-L:1 and ¢(X) is in the span of
{P,(X)}"_,. In particular, all “daggered” polynomials (e.g., b'(X)) are in the span of {((P;(X) +
Py(X)) — 1) /Z(X)},. Since deg Z(X) = n + 1, degt’(X) < n — 1, and degt(X) < n, then
deg(crsi (X, T, t) ‘X, Xg) < (n—1)+(n+1)—14+2=2n+1. (Multiplication with X,X3 is needed
to make crs; (X, T, ¢) a polynomial.) Analogously, degcrsy(X,T,t) < n. Importantly, {P; (X))} is
linearly independent. In particular, Py(X) is linearly independent to all other polynomials present
in crs; (X) and crsy(X), except the “daggered” polynomial ¢f(X).

Since the shuffle argument adversary is a GBGM adversary (and one uses ILin encryption), she
knows the following polynomials (in the case of crso-functions), Laurent polynomials (in the case of
crsi-functions) or rational functions (in the case of Mij()z), M{j(f), and ME;j(X)), where gy = go:

A) =ersi (X, A, 0) st % =gt
B(X) =crsy(X, B, b) 5.t Ay = gp ™|
C(X) =crsi (X, C,c) S.t. Tisp = glc(%) )
D;(X) =crso(X, D;, dy) st ey = g%
Ey; ()?) :crsk(X Eyj, exj) s.t. Teokj = O Bie; (30 ,
Vikj (X ) =crsk(X Vikj, Vik;) 8.t Opj = @klkJ(X) )
Viky (X) =ersu (X, Vi, viny) sty = g0
MZ](X) = 133(X) lJQ(X)/(XW +1) = Viji/ Xy s.t. decsk(045) = Mi;(X)
MJ(X) =Vis( (X) - ol (X)/(Xy+1) - Vi /X, s.t. decg (0};) = M;(X) ,
Mpj(X) =Eja(X) - Bpp(X)/(Xy +1) = Ej /X, st deca(7eay) = Mp(X) - (2.6)

The authors note that a major obstacle in proving soundness in the GBGM is that all subar-
guments must use the same CRS. In particular, a subargument that is sound by itself might stop
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being sound due to the elements in the CRS that are added because of other subarguments. They
tackle this problem by introducing random variables a (that is only needed in Eq. (2.2)) and
(that is needed in Eq. (2.3) and Eq. (2.4)).

Briefly, the verifier makes three checks. Eq. (2.2), the “permutation matrix argument”, guarantees
that the prover has committed to a permutation matrix corresponding to some permutation o.
Eq. (2.4) and Eq. (2.3), the “validity argument”, guarantee that the ciphertexts have not been
formed in a devious way that would make the consistency argument to be unsound. Eq. (2.5), the
“consistency argument”, guarantees that the prover has used the same permutation o to shuffle the
ciphertexts.

2.4.3 Permutation matrix argument

Consider the subargument of Prot. 1, where the verifier just computes (2,1, 2,2) and then performs
the verification Eq. (2.2) for each i = 1 to n. The authors call it the permutation matriz argument.
This name is motivated by showing that after the permutation matrix argument only, the verifier
is convinced that (11, ...,%,1) commits to a permutation matrix. For this, the authors first prove
the security of its subargument — the 1-sparsity argument [30] — where the verifier performs the
verification Eq. (2.2) for exactly one i.

To prove the security of permutation matrix argument, [18] solves a quite complicated system
of polynomial equations. They do it by using a computer algebra system, see full version for more
details.

2.4.4 Validity argument

As a subroutine in the argument, [18] makes the verifier check the validity of all ciphertexts. This
is done by checking Eq. (2.4) (and Eq. (2.3)). The main goal of the validity check is to show
that the prover did not use “forbidden” terms gkpi(X) and g¢ when computing the ciphertexts v/,
and 7eo.k. In the case of the ILin cryptosystem, the validity argument provides a proof that both
v}, and v}, decrygt to a plaintext of form M;(X) = ZMijfij(X), for known coefficients M;; and
polynomials f;;(X), where none of the rational functions f;; depends on either X or X,. Similar
assurance is provided about the plaintext hidden in 7., Employing validity subarguments allows
the consistency subargument to be more efficient than in [26, 17].

2.4.5 Consistency argument

Finally, [18] shows that performing all checks guarantees that dece(v]) = dece(v,(;)) # L for
some permutation ¢ € S,. The main observation is that a permutation of ciphertexts (without
rerandomization) is invariant under multiplication: without rerandomizing the ciphertexts, the
by ] N e Pcr_ i
(non-batched) verification Eq. (2.5) would just be the identity é(v;, g?(X)) = é(vi1, 99 i >(X)), for
all 7. However, this trivially leaks the permutation ¢, and hence is not secure. To ensure privacy,

- . P15 (x . .
v/, must be rerandomized, and g, to 0 must be replaced by a commitment to the unit vector

€s-1(;)- This makes the final verification slightly more complicated.

A version of Eq. (2.5) was also used in [26, 30, 17|. However, the shuffle arguments from [26, 17|
need to execute two versions of Eq. (2.5), once with P;(X) and once with different carefully chosen
polynomials P;(X) in Gp. (See [26, 17] for an explanation.) In addition, one must prove that
those two versions are consistent between each other (by providing a same-message argument, in
the terminology of [17]). This makes the arguments of [26, 17] quite complicated.
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Similarly to [30], Fauzi et al. (2016) avoid this complication by having a validity argument on
the ciphertexts. Since valid ciphertexts are not dependent of P;(X), it suffices for the verifier to
execute just one version of Eq. (2.5).
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3. The Loopix anonymity system

3.1 Introduction

One of the PANORAMIX objectives is to apply the built mix network infrastracture to privacy-
preserving messaging, where two or more users may communicate privately without any third party
being able to track their communication, neither the content of the messages nor meta-data. In
traditional communication security, the confidentiality of messages is protected through encryption,
which exposes meta-data, such as who is sending messages to whom, to network eavesdroppers. As
illustrated by recent leaks of extensive mass surveillance programs', exposing such meta-data leads
to significant privacy risks.

There are only a few systems, which allow to hide both the content and the meta-data of
the messages. Created in 2004 Tor [19], a circuit-based onion routing network has become the
most popular anonymous communication tool. Several state-of-the-art systems, such as Herd [32],
Riposte [10], HORNET [9] and Vuvuzela [40] were proposed as extension of this circuit-based
paradigm. However, unless cover traffic is employed, onion routing is susceptible to traffic analysis
attacks [6] by an adversary that can monitor network links between nodes (see also Chapter 5).
Recent revelations suggest that capabilities of large intelligence agencies approach that of global
passive observers—the most powerful form of this type of adversary. It is not sufficient to provide
strong anonymity against such an adversary while providing low-latency communication. A suc-
cessful system additionally needs to resist powerful active attacks and use an efficient, yet secure
way of transmitting messages. Moreover, the system needs to be scalable to a large number of
clients, which makes classical approaches based on synchronized rounds infeasible.

In this chapter we present Loopix, a novel anonymous communication system, based on mix
networks, which is resistant against powerful adversaries who are capable of observing all commu-
nications and performing active attacks. We demonstrate that such a mix architecture can support
low-latency communications that can tolerate small delays, at the cost of using some extra band-
width for cover traffic. Delay, cover and real traffic can be flexibly traded-off against each other
to offer resistance to traffic analysis. Loopix provides ‘third-party’ anonymity, namely it hides the
sender-receiver relationships from third parties, but senders and recipients can identify one another.
This simplifies the design of the system, prevents abuse, and provides security guarantees against
powerful active adversaries performing (n — 1) attacks [37], where the adversary blocks all but one
message sent to a mix server, to trace the remaining message.

Loopix provides anonymity for private email or instant messaging applications, which are one
of the main goals of the PANORAMIX project. The proposed solutions introduces a novel design
of a mix network, supporting WP3 and WP4 and the WP7 use case.

!See EFF’s guide at https://wuw.eff.org/files/2014/05/29/unnecessary_and_disproportionate.pdf
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3.2 Model and goals

In this section, we first outline the design of Loopix. Then we discuss the security goals and types
of adversaries against which Loopix protects its users’ privacy.

3.2.1 High-level overview

Loopix is a mix network [7] based architecture allowing users, distinguished as senders and receivers,
to route messages anonymously to each other using an infrastructure of mix servers, acting as relays.
These mix servers are arranged in a stratified topology [20] to ensure both horizontal scalability
and a sparse topology that concentrates traffic on fewer links [11]. Each user is allowed to access
the Loopix network through their association with a provider, a special type of mix server. Each
provider has a long-term relationship with its users and may authenticate them, potentially bill
them or discontinue their access to the network. The provider not only serves as an access point,
but also stores users’ incoming messages. These messages can be retrieved at any time, hence
users do not have to worry about lost messages when they are off-line. In contrast to previous
anonymous messaging designs [40, 10], Loopix does not operate in deterministic rounds, but runs
as a continuous system. Additionally, Loopix uses the Poisson mixing technique that is based on the
independent delaying of messages, which makes the timings of packets unlinkable. This approach
does not require the synchronization of client-provider rounds and does not degrade the usability
of the system for temporarily off-line clients. Moreover, Loopix introduces different types of cover
traffic to foil de-anonymization attacks.

3.2.2 Threat model

Loopix assumes sophisticated, strategic, and well-resourced adversaries concerned with linking users
to their communications and/or their communication partner(s). As such, Loopix considers adver-
saries with three distinct capabilities, that are described next.

Firstly, a global passive adversary (GPA) is able to observe all network traffic between users
and providers and between mix servers. This adversary is able to observe the entire network
infrastructure, launch network attacks such as BGP re-routing [3] or conduct indirect observations
such as load monitoring and off-path attacks [24]. Thus, the GPA is an abstraction that represents
many different classes of adversaries able to observe some or all information between network nodes.

Secondly, the adversary has the ability to observe all of the internal state of some corrupted or
malicious mix relays. The adversary may inject, drop, or delay messages. She also has access to,
and operates, using the secrets of those compromised parties. Furthermore, such corrupted nodes
may deviate from the protocol, or inject malformed messages. A variation of this ability is where
the mix relay is also the provider node meaning that the adversary additionally knows the mapping
between clients and their mailboxes. We say that the provider is corrupt, but is restricted to being
honest but curious. In Loopix, we assume that a fraction of mix/provider relays can be corrupted
or are operated by the adversary.

Finally, the adversary has the ability to participate in the Loopix system as a compromised user,
who may deviate from the protocol. We assume that the adversary can control a limited number
of such users—excluding Sybil attacks [21] from the Loopix threat model—since we assume that
honest providers are able to ensure that at least a large fraction of their users base are genuine users
faithfully following all Loopix protocols. Thus, the fraction of users controlled by the adversary may
be capped to a small known fraction of the user base. We further assume that the adversary is able
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to control a compromised user in a conversation with an honest user, and become a conversation
insider.

An adversary is always assumed to have the GPA capability, but other capabilities depend on
the adversary. We evaluate the security of Loopix in reference to these capabilities.

3.2.3 Security goals

The Loopix system aims to provide the following security properties against both passive and
active attacks—including end-to-end correlation and (n — 1) attacks. These properties are inspired
by the formal definitions from Anoa [2]. All security notions assume a strong adversary with
information on all users, with up to one bit of uncertainty. In the following we write {S — R}
to denote a communication from the sender S to the receiver R, {S —} to denote that there is a
communication from S to any receiver and {S /4 } to denote that there is no communication from
S to any receiver (S may still send cover messages). Analogously, we write {— R} to denote that
there is a communication from any sender to the receiver R and {/ R} to denote that there is no
communication from any sender to R (however, R may still receive cover messages).

Sender-receiver third-party unlinkability. The senders and receivers should be unlinkable by
any unauthorized party. Thus, we consider an adversary that wants to infer whether two users are
communicating. We define sender-receiver third party unlinkability as the inability of the adversary
to distinguish whether {S1 — R1,S2 — Ra} or {S1 — R2,S2 — Ri} for any concurrently online
honest senders S1,.S2 and honest receivers Ry, Ry of the adversary’s choice.

Loopix provides strong sender-receiver third-party anonymity against the GPA even in collab-
oration with corrupt mix nodes. We refer to Section 3.4.1 for our analysis of the unlinkability
provided by individual mix nodes, to Section 3.4.3 for a quantitative analysis of the sender-receiver
third-party anonymity of Loopix against the GPA and honest-but-curious mix nodes and to Sec-
tion 3.4.2 for our discussion on active attacks.

Sender online unobservability. Whether or not senders are communicating should be hidden
from an unauthorized party. We define sender online unobservability as the inability of an adversary
to decide whether a specific sender S is communicating with any receiver {S —} or not {S 4}, for
any concurrently online honest sender S of the adversary’s choice.

Loopix provides strong sender online unobservability against the GPA in collaboration with an
instder and even against a corrupt provider. We refer to Section 3.4.1 for our analysis of the latter.

Note, that sender online unobservability directly implies the notion of sender anonymity where
the adversary tries to distinguish between two possible senders communicating with a target re-
ceiver. Formally, {S1 — R, Sy 4} or {S1 /4,52 — R} for any concurrently online honest senders
S1 and So and any receiver of the adversary’s choice. Loopix provides sender anonymity even in
light of a conversation insider, i.e., against a corrupt receiver.

Receiver unobservability. Whether or not receivers are part of a communication should be hid-
den from an unauthorized party. We define receiver unobservability as the inability of an adversary
to decide whether there is a communication from any sender to a specific receiver R {— R} or not
{# R}, for any online or offline honest receiver R of the adversary’s choice.

Loopix provides strong receiver unobservability against the GPA in collaboration with an in-
sider, under the condition of an honest provider. We show in Section 3.4.1 how an honest provider
assists the receiver in hiding received messages from third party observers.

Note, that receiver unobservability directly implies the notion of receiver anonymity where the
adversary tries to distinguish between two possible receivers in communication with a target sender.
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Symbol  Description

N Mix nodes

P Providers

AL Loop traffic rate (user)

AD Drop cover traffic rate (user)
Ap Payload traffic rate (user)

l Path length (user)

I The mean delay at mix M;
AM Loop traffic rate (mix)

Table 3.1: Summary of notation

Formally, {S — Ri,/ R} or {# R1,S — Rs} for any concurrently online honest sender S and
any two honest receivers Ry, Ry of the adversary’s choice. 2

Non-goals. Loopix provides anonymous unreliable datagram transmission, as well as facilities the
reply of sent messages (through add-ons). This choice allows for flexible traffic management, cover
traffic, and traffic shaping. On the downside, higher-level applications using Loopix need to take
care of reliable end-to-end transmission and session management. We leave the detailed study of
those mechanisms as future work.

The provider based architecture supported by Loopix aims to enable managed access to the
network, support anonymous blacklisting to combat abuse [26], and payments for differential access
to the network [1]. However, we do not discuss these aspects of Loopix in this work, and concentrate
instead on the core anonymity features and security properties described above.

3.3 The Loopix architecture

In this section we describe the Loopix system in detail—Figure 3.1 provides an overview. We also
introduce the notation used further in the paper, summarized in Section 3.3.

3.3.1 System setup

The Loopix system consists of a set of mix nodes N and providers P. We consider a population
of U users communicating through Loopix, each of which can act as sender and receiver, denoted
by indices S;, R;, where i € {1,...,U} respectively. Each entity of the Loopix infrastructure has
its unique public-private key pair (sk,pk). In order for a sender S;, with a key pair (skg,,pks;),
to send a message to a recewer Rj, with a key pair (skRj,pk:Rj), the sender needs to know the
receiver’s Loopix network location, i.e., the IP address of the user’s provider and an identifier of the
user, as well as the public encryption key pkgr,. We assume this information can be made available
through a privacy-friendly lookup or introduction system for initiating secure connection [31]. This
is out of scope for this work.

3.3.2 Format, paths and cover traffic

Message packet format. All messages are end-to-end encrypted and encapsulated into packets
to be processed by the mix network. We use the Sphinx packet design [15], to ensure that in-

2If the receiver’s provider is honest, Loopix provides a form of receiver anonymity even in light of a conversation
insider: a corrupt sender that only knows the pseudonym of a receiver cannot learn which honest client of a provider
is behind the pseudonym.
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Figure 3.1: The Loopix Architecture. Clients pass the messages to the providers, which are respon-
sible for injecting traffic into the network. The received messages are stored in individual inboxes
and retrieved by clients when they are online.

termediate mixes learn no additional information beyond some routing information. All messages
are padded to the same length, which hides the path length and the relay position and guarantees
unlinkability at each hop of the messages’ journey over the network. Each message wrapped into
the Sphinx packet consists of two separate parts: a header H, carrying the layered encryption of
meta-data for each hop, and the encrypted payload p of the message. The header provides each
mix server on the path with confidential meta-data. The meta-data includes a single element of
a cyclic group (used to derive a shared encryption/decryption key), the routing information and
the message authentication code. We extend the Sphinx packet format to carry additional routing
information in the header to each intermediate relay, including a delay and additional flags.

Path selection. As opposed to onion routing, in Loopix the communication path for every single
message is chosen independently, even between the same pair of users.

Messages are routed through [ layers of mix nodes, assembled in a stratified topology [11, 20].
Each mix node is connected only with all the mix nodes from adjacent layers. This ensures that few
links are used, and those few links are well covered in traffic; stratified topologies mix well in few
steps [20]. Providers act as the first and last layer of mix servers. To send a message, the sender
encapsulates the routing information described above into a Sphinx packet which travels through
their provider, a sequence of mix servers, until it reaches the receiver’s provider and finally the
recetver. For each of those hops the sender samples a delay from an exponential distribution with
parameter u, and includes it in the routing information to the corresponding relay.
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Sending messages and cover traffic. Users and mix servers continuously generate a bed of
real and cover traffic that is injected into the network. Our design guarantees that all outgoing
traffic sent by users can by modeled by a Poisson process.

To send a message, a user packages their message into a mix packet and places it into their
buffer—a first-in-first-out (FIFO) queue that stores all the messages scheduled to be sent.

Each sender periodically checks, following the exponential distribution with parameter ﬁ,
whether there is any scheduled message to be sent in their buffer. If there is a scheduled message,
the sender pops this message from the buffer queue and sends it, otherwise a drop cover message
is generated (in the same manner as a regular message) and sent (depicted as the the four middle
blue arrows in Figure 3.1). Cover messages are routed through the sender’s provider and a chain of
mix nodes to a random destination provider. The destination provider detects the message is cover
based on the special drop flag encapsulated into the packet header, and drops it. Thus, regardless
of whether a user actually wants to send a message or not, there is always a stream of messages
being sent according to a Poisson process Pois(Ap).

Moreover, independently from the above, all users emit separate streams of special indistin-
guishable types of cover messages, which also follow a Poisson process. The first type of cover
messages are Poisson distributed loops emitted at rate A\;. These are routed through the network
and looped back to the senders (the upper four red arrows in Figure 3.1), by specifying the sending
user as the recipient. These “loops” inspire the system’s name. Users also inject a separate stream
of drop cover messages, defined before, following the Poisson distribution Pois(Ap). Additionally,
each user sends at constant time a stream of pull requests to its provider in order to retrieve
received messages, described in Section 3.3.2.

Each mix also injects their own loop cover traffic, drawn from a Poisson process with rate
Pois(Ayy), into the network. Mix servers inject mix packets that are looped through a path, made
up of a subset of other mix servers and one randomly selected provider, back to the sending mix
server, creating a second type of “loop”. This loop originates and ends in a mix server (shown as
the lower four green arrows in Figure 3.1). In Section 3.4 we examine how the loops and the drop
cover messages help protect against passive and active attacks.

Message storing and retrieving. Providers do not forward the incoming mix packets to users
but instead buffer them. Users, when online, poll providers or register their online status to
download a fixed subset of stored messages, allowing for the reception of the off-line messages.
Recall that cover loops are generated by users and traverse through the network and come back to
the sender. Cover loops serve as a cover set of outgoing and incoming real messages. Whenever
a user requests messages, their provider responds with a constant number of messages, which
includes their cover loop messages and real messages. If the inbox of a particular user contains
fewer messages than this constant number, the provider sends dummy messages to the sender up
to that number.

3.3.3 The Poisson mix strategy

Loopix leverages cover traffic to resist traffic analysis while still achieving low- to mid-latency.
To this end Loopix employs a mixing strategy that we call a Poisson Miz, to foil observers from
learning about the correspondences between input and output messages. The Poisson Mix is a
simplification of the Stop-and-go mix strategy [28]. A similar strategy has been used to model
traffic in onion routing servers [13]. In contrast, recall that in Loopix each message is source routed
through an independent route in the network.
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Figure 3.2: The Poisson Mix strategy mapped to a Pool mix strategy. Each single message sending
or receiving event leads to a new pool of messages that are exchangeable and indistinguishable with
respect to their departure times.

The Poisson Mix functions as follows: mix servers listen for the incoming mix packets and
received messages are checked for duplication and decoded using the mix node’s private keys. The
detected duplicates are dropped. Next, the mix node extracts a subsequent mix packet. Decoded
mix packets are not forwarded immediately, but each of them is delayed according to a source
pre-determined delay d;. Honest clients chose those delays, independently for each hop, from an
exponential distribution with a parameter . We assume that this parameter is public and the
same for all mix nodes.

Mathematical model of a Poisson mix. Honest clients and mixes generate drop cover traffic,
loop traffic, and messaging traffic following a Poisson process. Aggregating Poisson processes
results in a Poisson process with the sum of their rates, therefore we may model the streams of
traffic received by a Poisson mix as a Poisson process. It is the superposition of traffic streams
from multiple clients. It has a rate \,, depending on the number of clients and the number of mix
nodes.

Since this input process is a Poisson process and each message is independently delayed using
an exponential distribution with parameter u, the Poisson Mix may be modeled as an M /M /oo
queuing system — for we have a number of well known theorems [4]. We know that output stream
of messages is also a Poisson process with the parameter A, as the the input process. We can also
derive the distribution of the number of messages within the Poisson Mix [33]:

Lemma 1. The mean number of messages in the Poisson Mix with input Poisson process Pois(\)
and exponential delay parameter p at a steady state follows the Poisson distribution Pois (\/p).

Those characteristics give the Poisson Mix its name. This allows us to calculate the mean
number of messages perfectly mixed together at any time, as well as the probability that the
number of messages falls below or above certain thresholds.

The Poisson Mix, under the assumption that it approximates an M /M /oo queue is a stochastic
variant of a pool mixing strategy [38]. Conceptually, each message sending or receiving leads to a
pool within which messages are indistinguishable due to the memoryless property of the exponential
delay distribution.

Lemma 2 (Memoryless property [33]). For an exponential random variable X with parameter p
holds Pr[X > s +t|X > t] = Pr[X > s].
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Intuitively, any two messages in the same pool are emitted next with equal probability — no
matter how long they have been waiting. As illustrated in Figure 3.2, the receiving event i — 1
leads to a pool of messages ¢ — 1, until the sending event ¢. From the perspective of the adversary
observing all inputs and outputs, all messages in the pool ¢ — 1 are indistinguishable from each
other. Only the presence of those messages in the pool is necessary to characterize the hidden state
of the mix (not their delay so far). Relating the Poisson mix to a pool mix allows us to compute
easily and exactly both the entropy metric for the anonymity it provides [36] within a trace (used
in Section 3.4.1). It also allows us to compute the likelihood that an emitted message was any
specific input message used in our security evaluation.

3.4 Analysis of Loopix security properties

In this section we present the analytical and experimental evaluation of the security of Loopix and
argue its resistance to traffic analysis and active attacks.

3.4.1 Passive attack resistance
Message indistinguishability

Loopix relies on the Sphinx packet format [15] to provide bitwise unlinkability of incoming and
outgoing messages from a mix server; it does not leak information about the number of hops a
single message has traversed or the total path length; and it is resistant to tagging attacks.

For Loopix, we make minor modifications to Sphinx to allow auxiliary meta-information to
be passed to different mix servers. Since all the auxiliary information is encapsulated into the
header of the packet in the same manner as any meta-information was encapsulated in the Sphinx
design, the security properties are unchanged. An external adversary and a corrupt intermediate
mix node or a corrupt provider will not be able to distinguish real messages from cover messages
of any type. Thus, the GPA observing the network cannot infer any information about the type
of the transmitted messages, and intermediate nodes cannot distinguish real messages, drop cover
messages or loops of clients and other nodes from each other. Providers are able to distinguish drop
cover message destined for them from other messages, since they learn the drop flag attached in
the header of the packet. Each mix node learns the delay chosen by clients for this particular mix
node, but all delays are chosen independently from each other.

Client-provider unobservability

In this section, we argue the sender and receiver unobservability against different adversaries in
our threat model. Users emit payload messages following a Poisson distribution with parameter
Ap. All messages scheduled for sending by the user are placed within a first-in-first-out buffer.
According to a Poisson process, a single message is popped out of the buffer and sent, or a drop
cover message is sent in case the buffer is empty. Thus, from an adversarial perspective, there
is always traffic emitted modeled by Pois(Ap). Since clients send also streams of cover traffic
messages with rates A\p for loops and A\p for drop cover messages, the traffic sent by the client
follows Pois (Ap + A + Ap). Thus we achieve perfect sender unobservability, since the adversary
cannot tell whether a genuine message or a drop cover message is sent.

When clients query providers for received messages, the providers always send a constant number
of messages to the client. If the number of messages in client’s inbox is smaller than a constant
threshold, the provider generates additional dummy messages. Thus, the adversary observing
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Figure 3.3: Provider stores messages destined for assigned clients in a particular inbox. When
users pull messages from the mix node, the provider generates cover messages to guarantee that
the adversary cannot learn how many messages are in the users inbox. The messages from the
inbox and dummies are indistinguishable.

the client-provider connection, as presented on Figure 3.3, cannot learn how many messages were
in the user’s inbox. Note that, as long as the providers are honest, the protection and receiver
unobservability is perfect and the adversary cannot learn any information about the inbox and
outbox of any client.

If the provider is dishonest, then they are still uncertain whether a received message is genuine
or the result of a client loop — something that cannot be determined from their bit pattern alone.
However, further statistical attacks may be possible, and we leave quantifying exact security against
this threat model as future work.

Poisson mix security

We first show that a single honest Poisson mix provides a measure of sender-receiver unlinkability.
From the properties of Poisson mix, we know that the number of messages in the mix server at a
steady state depends on the ratio of the incoming traffic (\) and the delay parameter (u) (from
Section 3.3.3). The number of messages in each mix node at any time will on average be 2. However,
an adversary observing the messages flowing into and out of a single mix node could estimate the
exact number of messages within a mix with better accuracy — hindered only by the mix loop cover
traffic.

We first consider, conservatively, the case where a mix node is not generating any loops and the
adversary can count the exact number of messages in the mix. Let us define o, ;; as an adversary
A observing a mix in which n messages arrive and are mixed together. The adversary then observes
an outgoing set of n — k messages and can infer that there are now k < n messages in the mix.
Next, [ additional messages arrive at the mix before any message leaves, and the pool now mixes
k 41 messages. The adversary then observes exactly one outgoing message m and tries to correlate
it with any of the n 4+ [ messages which she has observed arriving at the mix node.
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The following lemma, is based on the memoryless property of the Poisson mix. It provides an
upper bound on the probability that the adversary A correctly links the outgoing message m with
one of the previously observed arrivals in observation oy, ;.

Theorem 1. Let my be any of the initial n messages in the miz node in scenario oy i1, and let mo
be any of the I messages that arrive later. Then

k
Pr(m=mp) = TEAL (3.1)
Pr(m = ms) = H% (3.2)

Note that the last [ messages that arrived at the mix node have equal probabilities of being the
outgoing message m, independently of their arrival times. Thus, the arrival and departure times of
the messages cannot be correlated, and the adversary learns no additional information by observing
the timings. Note that H%c is an upper bound on the probability that the adversary A correctly
links the outgoing message to an incoming message. Thus, continuous observation of a Poisson mix
leaks no additional information other than the number messages present in the mix. We leverage
those results from about a single Poisson Mix to simulate the information propagated withing a
the whole network observed by the adversary (c.f. Section 3.4.3).

We quantify the anonymity of messages in the mix node empirically, using an information theory
based metric introduced in [36, 17]. We record the traffic flow for a single mix node and compute
the distribution of probabilities that the outgoing message is the adversary’s target message. Given
this distribution we compute the value of Shannon entropy, a measure of unlinkability of incoming
to outgoing messages. We compute this using the simpy package in Python. All data points are
averaged over 50 simulations.

Figure 3.4 depicts the change of entropy against an increasing rate of incoming mix traffic A.
We simulate the dependency between entropy and traffic rate for different mix delay parameter
by recording the traffic flow and changing state of the mix node’s pool. As expected, we observe
that for a fixed delay, the entropy increases when the rate of traffic increases. Higher delay also
results in an increase in entropy, denoting a larger potential anonymity set, since more messages
are mixed together.

In case the mix node emits loop cover traffic, the adversary with observation oy, 1, tries to
estimate the probability that the observed outgoing message is a particular target message she
observed coming into the mix node. An outgoing message can be either input message or a loop
message generated by the mix node — resulting in additional uncertainty for the adversary.

Theorem 2. Let my be any of the initial n messages in the miz node in scenario oy, and let
meo be any of the | messages that arrive later. Let A\y; denote the rate at which mix node generates
loop cover traffic. Then,

k ©
P = - .
"
P = = "
r(m =m) I+ k) + A

We conclude that the loops generated by the mix node obfuscate the adversary’s view and
decrease the probability of successfully linking input and output of the mix node. In Section 3.4.2
we show that those types of loops also protect against active attacks.
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Figure 3.4: Entropy versus the changing rate of the incoming traffic for different delays with mean
%. In order to measure the entropy we run a simulation of traffic arriving at a single Loopix mix
node.

3.4.2 Active-attack resistance

Lemma 1 gives the direct relationship between the expected number of messages in a mix node,
the rate of incoming traffic, and the delay induced on a message while transiting through a mix.
By increasing the rate of cover traffic, A\p and Ay, users can collectively maintain strong anonymity
with low message delay. However, once the volume of real communication traffic Ap increases, users
can tune down the rate of cover traffic in comparison to the real traffic, while maintaining a small
delay and be confident their messages are mixed with a sufficient number of messages.

In the previous section, we analyze the security properties of Loopix when the adversary observes
the state of a single mix node and the traffic flowing through it. We showed, that the adversary’s
advantage is bounded due to the indistinguishability of messages and the memoryless property of
the Poisson mixing strategy. We now investigate how Loopix can protect users’ communications
against active adversaries conducting the (n — 1) attack.

Active attacks

We consider an attack at a mix node where an adversary blocks all but a target message from
entering in order to follow the target message when it exits the mix node. This is referred to as an
(n-1) attack [37].

A mix node needs to distinguish between an active attack and loop messages dropped due to
congestion. We assume that each mix node chooses some public parameter r, which is a fraction of
the number of loops that are expected to return. If the mix node does not see this fraction of loops
returning they alter their behavior. In extremis such a mix could refuse to emit any messages —
but this would escalate this attack to full denial-of-service. A gentler approach involves generating
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more cover traffic on outgoing links [16].

To attempt an (n-1) attack, the adversary could simply block all incoming messages to the mix
node except for a target message. The Loopix mix node can notice that the self-loops are not
returning and deduce it is under attack. Therefore, an adversary that wants to perform a stealthy
attack has to be judicious when blocking messages, to ensure that a fraction r of loops return to the
mix node, i.e. the adversary must distinguish loop cover traffic from other types of traffic. However,
traffic generated by mix loops is indistinguishable from other network traffic and they cannot do
this better than by chance. Therefore given a threshold r = %, s € Rsy of expected returning
loops when a mix observes fewer returning it deploys appropriate countermeasures.

We analyze this strategy: since the adversary cannot distinguish loops from other traffic the
adversary can do no better than block traffic uniformly such that a fraction R = % = @ enter
the mix, where A\g is the rate of incoming traffic that is not the mix node’s loops. If we assume a
steady state, the target message can expect to be mixed with gﬂ—ﬁ messages that entered this mix,
and )‘% loop messages generated at the mix node. Thus, the probability of correctly blocking a
sufficient number of messages entering the mix node so as not to alter the behavior of the mix is:

1 su
P =1 t) = =
r(w = target) AR/S -+ A/ SAm + AR

Due to the stratified topology, providers are able to distinguish mix loop messages sent from
other traffic, since they are unique in not being routed to or from a client. This is not a substantial
attack vector since mix loop messages are evenly distributed among all providers, of which a small
fraction are corrupt and providers do not learn which mix node sent the loop to target it.

3.4.3 End-to-end anonymity evaluation

We evaluate the sender-receiver third-party unlinkability of the full Loopix system through an em-
pirical analysis of the propagation of messages in the network. Our key metric is the expected
difference in likelihood that a message leaving the last mix node is sent from one sender in com-
parison to another sender. Given two probabilities pg = Pr[Sp] and p; = Pr[S;] that the message
was sent by senders Sy and 57, respectively, we calculate

e = [log (po/p1)| - (3.3)

To approximate the probabilities pg and p;, we proceed as follows. We simulate U = 100 senders
that generate and send messages (both payload and cover messages) with a rate A = 2. Among
them are two challenge senders Sy and S; that send payload messages at a constant rate, i.e, they
add one messages to their sending buffer every time unit.

Whenever a challenge sender Sy or S7 sends a payload message from its buffer, we tag the mes-
sage with a label Sy or S, respectively. All other messages, including messages from the remaining
98 clients and the cover messages of Sy and Sy are unlabeled. At every mix we track the probability
that an outgoing message is labeled Sy or S1, depending on the messages that entered the mix node
and the number of messages that already left the mix node, as in Theorem 1. Thus, messages
leaving a mix node carry a probability distribution over labels Sy, S, or ‘unlabeled’. Corrupt mix
nodes, assign to outgoing messages their input distributions. The probabilities naturally add up to
1. For example, a message leaving a mix can be labeled as {Sj : 12%, .51 : 15%, unlabeled : 73%}.

In a burn-in phase of 2500 time units, the 98 senders without Sy or S; communicate. Then we
start the two challenge senders and then simulate the network for another 100 time units, before
we compute the expected difference in likelihood metric.
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Figure 3.5: Likelihood difference ¢ depending on the delay parameter p of mix nodes. We use
A =2, a topology of 3 layers with 3 nodes per layer and no corruption.

This is a conservative approximation: we tell the adversary which of the messages leaving
senders Sy and S are payload messages; and we do not consider mix or client loop messages
confusing them. 3 However, when we calculate our anonymity metric at a mix node we assume this
mix node to be honest.

Results

We compare our metric for different parameters: depending on the delay parameter u, the number
of layers in our topology ! and the percentage of corrupted mix nodes in the network. All of the
below simulations are averaged over 100 repetitions and the error bars are defined by the standard
deviation.

Delay. Increasing the average delay (by decreasing parameter p) with respect to the rate of
message sending A immediately increases anonymity (decreases €) (Figure 3.5). For p = 2.0 and
A/p = 1, Loopix still provides a weak form of anonymity. As this fraction increases, the log
likelihood ratio grow closer and closer to zero. We consider values A/u > 2 to be a good choice in
terms of anonymity.

Number of layers. By increasing the number of layers of mix nodes, we can further strengthen
the anonymity of Loopix users. As expected, using only one or two layers of mix nodes leads to high
values of adversary advantage £. An increasing number of layers € approaches zero (Figure 3.6).
We consider a number of 3 or more layers to be a good choice. We believe the bump between 5-8

3The soundness of our simplification can be seen by the fact that we could tell the adversary which messages are
loops and the adversary could thus ignore them. This is equivalent to removing them, as an adversary could also
simulate loop messages.
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Figure 3.6: Likelihood difference £ depending on the number of layers of mix nodes with 3 mix
nodes per layer. We use A = 2, 4 = 1, and no corruption.
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Figure 3.7: Likelihood difference ¢ depending on the percentage of (passively) corrupted mix nodes.
We use A =2, 4 =1 and a topology of 3 layers with 3 nodes per layer.

layers is due to messages not reaching latter layers within 100 time units, however results from
experiments with increased duration do not display such a bump.

Corruption. Finally, we analyze the impact that corrupt mix nodes have on the adversary ad-
vantage ¢ (Figure 3.7). We assume that the adversary randomly corrupts mix nodes. Naturally,
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the advantage ¢ increases with the percentage of corrupt mix nodes in the network. In a real-world
deployment we do not expect a large fraction of mix nodes to be corrupt. While the adversary may
be able to observe the entire network, to control a large number of nodes would be more costly.

3.5 Performance evaluation

Implementation. We implement the Loopix system prototype in 4000 lines of Python 2.7 code for
mix nodes, providers and clients, including unit-tests, deployment, and orchestration code. Loopix
source code is available under an open-source license*. We use the Twisted 15.5.0 network library
for networking; as well as the Sphinx mix packet format® and the cryptographic tools from the
petlib® library. We modify Sphinx to use NIST/SEGS-p224 curves and to accommodate additional
information inside the packet, including the delay for each hop and auxiliary flags. We also optimize
its implementation leading to processing times per packet of less than 1ms.

The most computationally expensive part of Loopix is messages processing and packaging,
which involves cryptographic operations. Thus, we implement Loopix as a multi-thread system,
with cryptographic processing happening in a thread pool separated from the rest of the operations
in the main thread loop. To recover from congestion we implement active queue management based
on a PID controller and we drop messages when the size of the queue reaches a (high) threshold.

Experimental setup. We present an experimental performance evaluation of the Loopix system
running on the AWS EC2 platform. All mix nodes and providers run as separate instances. Mix
nodes are deployed on m4.4xlarge instances running EC2 Linux on 2.3 GH z machines with 64 GB
RAM memory. Providers, since they handle more traffic, storage and operations, are deployed on
m4. 16xlarge instances with 256 GB RAM. We select large instances to ensure that the providers
are not the bottleneck of the bandwidth transfer, even when users send messages at a high rate.
This reflects real-world deployments where providers are expected to be well-resourced. We also run
one m4.16xlarge instance supporting 500 clients. We highlight that each client runs as a separate
process and uses a unique port for transporting packets. Thus, our performance measurements are
obtained by simulating a running system with independent clients”. In order to measure the system
performance, we run six mix nodes, arranged in a stratified topology with three layers, each layer
composed of two mix nodes. Additionally, we run four providers, each serving approximately 125
clients. The delays of all the messages are drawn from an exponential distribution with parameter
1, which is the same for all mix servers in the network. All measurements are take from network
traffic dumps using tcpdump.

Bandwidth. First, we evaluate the maximum bandwidth of mix nodes by measuring the rate
at which a single mix node processes messages, for an increasing overall rate at which users send
messages.

We set up the fixed delay parameter p = 1000 (s.t. the average delay is 1ms). We have 500
clients actively sending messages at rate A each, which is the sum of payload, loop and drop rates,
i.e., A = Pois(A\r + Ap + Ap). We start our simulation with parameters A\;, = Ap =1 and \p = 3

4Public Github repository URL obscured for review.

Shttp://sphinxmix.readthedocs.io/en/latest /

Shttp://petlib.readthedocs.org

"Other works, e.g. [39, 40], report impressive evaluations in terms of scale, but in fact are simple extrapolations
and not based on empirical results.
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Figure 3.8: Overall bandwidth and good throughput per second for a single mix node.

messages per minute for a single client. Mix nodes send loop cover traffic at rate starting from
Ay = 1. Next, we periodically increase each Poisson rate by another 2 messages per minute.

In order to measure the overall bandwidth, i.e. the number of all messages processed by a single
mix node, we use the network packet analyzer tcpdump. Since real and cover message packets
are indistinguishable, we measure the good throughput by encapsulating an additional, temporary,
typeFlag in the packet header for this evaluation, which leaks to the mix the message type—real
or cover—and is recorded.

Figure 3.8 illustrates the number of total messages and the number of payload messages that
are processed by a single mix node versus the overall sending rate A of a single user. We observe
that the bandwidth of the mix node increases linearly until it reaches around 225 messages per
second. After that point the performance of the mix node stabilizes and we observe a much smaller
growth. We highlight that the amount of real traffic in the network depends on the parameter Ap
within A. A client may chose to tune up the rate of real messages sent, by tuning down the rate
of loops and drop messages — at the potential loss of security in case less cover traffic is present in
the system overall. Thus, depending on the size of the honest user population in Loopix, we can
increase the rate of goodput.

Latency overhead & scalability. End-to-end latency overhead is the cost of routing and de-
coding relayed messages, without any additional artificial delays. We run simulations to measure
its sensitivity to the number of users participating in the system.

We measure the time needed to process a single packet by a mix node, which is approximately
0.6 ms. This cost is dominated by the scalar multiplication of an elliptic curve point and symmetric
cryptographic operations. For the end-to-end measurement, we run Loopix with a setup where all
users have the same rates of sending real and cover messages, such that A\p = A\p = A\ = 10
messages per minute and mix servers generate loops at rate A\y; = 10 messages per minute. All
clients set a delay of 0.0 seconds for all the hops of their messages — to ensure we only measure the
system overhead, not the artificial mixing delay.
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Figure 3.9: Latency overhead of the system where 50 to 500 users simultaneously send traffic at
rates Ap = A, = Ap = 10 per minute and mix nodes generate loop cover traffic at rate Ay = 10
per minute. We assume that there is not additional delay added to the messages by the senders.

Figure 3.9 shows that increasing the number of online clients, from 50 to 500, raises the latency
overhead by only 0.37 ms. The variance of the processing delay increases with the amount of traffic
in the network, but more clients do not significantly influence the average latency overhead. Neither
the computational power of clients nor mix servers nor the communication between them seem to
become bottlenecks for these rates. Those results show that the increasing number of users in the
network does not lead to any bottleneck for our parameters. The measurements presented here are
for a network of 6 mix nodes, however we can increase the system capacity by adding more servers.
Thus, Loopix scales well for an increasing number of users.

We also investigate how increasing the delays through Poisson Mixing with p = 2 affects the
end-to-end latency of messages. We measure this latency through timing mix heartbeat messages
traversing the system. Figure 3.10 illustrates that when the mean delay 1/u sec. is higher than the
processing time (~ 1ms — 2ms), the end-to-end latency is determined by this delay, and follows
the Gamma distribution with parameter being the sum of the exponential distribution parameter
over the number of servers on the path. The good fit to a gamma distribution provides evidence
that the implementation of Loopix is faithful to the queuing theory models our analysis assumes.

3.6 Related work

All anonymous communication designs share the common goal of hiding users’ communication
patterns from adversaries. Simultaneously minimizing latency and communication overhead while
still providing high anonymity is challenging. We survey other anonymous systems and compare
them with Loopix (a summary is provided in Table 3.2).

Early designs. Designs based on Chaum’s mixes [7] can support both high and low latency
communication; all sharing the basic principles of mixing and layered encryption. Mixmaster [34]
supports sender anonymity using messages encryption but does not ensure receiver anonymity.
Mixminion [14] uses fixed sized messages and supports anonymous replies and ensures forward
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Figure 3.10: End-to-end latency histogram measured through timing mix node loops. We run 500
users actively communicating via Loopix at rates \p = A\, = Ap = 60 per minute and Ap; = 60 per
minute. The delay for each hop is drawn from Fxzp(2). The latency of the message is determined
by the assigned delay and fits the Gamma distribution with mean 1.93 and standard deviation 0.87.

anonymity using link encryption between nodes. As a defense against traffic analysis, but at the
cost of high-latencies, both designs delay incoming messages by collecting them in a pool that is
flushed every t seconds (if a fixed message threshold is reached).

In contrast, Onion routing [25] was developed for low-latency anonymous communication. Sim-

ilar to mix designs, each packet is encrypted in layers, and is decrypted by a chain of authorized
onion routers. Tor [19], the most popular low-latency anonymity system, is an overlay network
of onion routers. Tor protects against sender-receiver message linking against a partially global
adversary and ensures perfect forward secrecy, integrity of the messages, and congestion control.
However, Tor is vulnerable to traffic analysis attacks, if an adversary can observe the ingress and
egress points of the network.
Recent designs. Vuvuzela [40] protects against both passive and active adversaries as long as
there is one honest mix node. Since Vuvuzela operates in rounds, offline users lose the ability to
receive messages and all messages must traverse a single chain of relay servers. Loopix does not
operate in rounds, allows off-line users to receive messages and uses parallel mix nodes to improve
the scalability of the network.

Stadium [39] and AnonPop [23] refine Vuvuzela; both operating in rounds making the routing
of messages dependent on the dynamics of others. Stadium is scalable, but it lacks offline storage,
whereas AnonPop does provide offline message storage. Loopix also provides both properties, and
because it operates continuously avoids user synchronization issues.

Riposte [10] is based on a write PIR scheme in which users write their messages into a database,
without revealing the row into which they wrote to the database server. Riposte enjoys low

— 58 of 127 -



Pl D3.2 - Design, Modelling and Analysis

Low Low Communication Scalable Asynchronous Active Offline  Resistance
Latency Overhead Deployment Messagingt Attack Resistant Storage* to GPA

Loopix
Dissent [41]
Vuvuzela [40]
Stadium [39]
Riposte [10]
Atom [29]
Riffle [30] X
AnonPoP [23] X
Tor [19] X X X

X X X X X

X
X X X X X X X
X X X X X X

X

Table 3.2: Comparison of popular anonymous communication systems. By *, we mean if the design
intentionally incorporates provisions for delivery of messages when a user is offline, perhaps for a
long period of time. By t, we mean that the system operates continuously and does not depend on
synchronized rounds for its security properties and users do not need to coordinate to communicate
together.

communication-overhead and protects against traffic analysis and denial of service attacks, but
requires long epochs and a small number of clients writing into the database simultaneously. In
contrast to Loopix, it is suitable for high-latency applications.

Dissent [8], based on DC-networks [8], offers resilience against a GPA and some active attacks,
but at significantly higher delays and scales to only several thousand clients.

Riffle [30] introduces a new verifiable shuffle technique to achieve sender anonymity. Using PIR,
Riffle guarantees receiver anonymity in the presence of an active adversary, as well as both sender
and receiver anonymity, but it cannot support a large user base. Riffle also utilizes rounds protect
traffic analysis attacks. Riffle is not designed for Internet-scale anonymous communication, like
Loopix, but for supporting intra-group communication.

Finally, Atom [29] combines a number of novel techniques to provide mid-latency communica-
tion, strong protection against passive adversaries and uses zero knowledge proofs between servers
to resist active attacks. Performance scales horizontally, however latency comparisons between
Loopix and Atom are difficult due to the dependence on pre-computation in Atom. Unlike Loopix,
Atom is designed for latency tolerant uni-directional anonymous communication applications with
only sender anonymity in mind.

3.7 Discussion & future work

As shown in Section 3.4.1, the security of Loopix heavily depends on the ratio of the rate of
traffic sent through the network and the mean delay at every mix node. Optimization of this ratio
application dependent. For applications with small number of messages and delay tolerance, a
small amount of cover traffic can guarantee security.

Loopix achieves its stated security and performance goals. However, there are many other facets
of the design space that have been left for future work. For instance, reliable messages delivery,
session management, and flow control while all avoiding inherent risks, such as statistical disclosure
attacks [12], are all fruitful avenues of pursuit.

We also leave the analysis of replies to messages as future work. Loopix currently allows two
methods if the receiver does not already know the sender a priori: we either attach the address of
the sender to each message payload, or provide a single-use anonymous reply block [14, 15], which
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enables different use-cases.

The Loopix architecture deliberately relies on established providers to connect to and authen-
ticate end-users. This architecture brings a number of potential benefits, such as resistance to
Sybil attacks, enabling anonymous blacklisting [26] and payment gateways [1] to mitigate flooding
attacks and other abuses of the system, and privacy preserving measurements [22, 27] about client
and network trends and the security stance of the system. All of this analysis is left for future
work.

It is also apparent that an efficient and secure private lookup system, one that can deliver
network state and keying information to its users, is necessary to support modern anonymous
communications. Proposals of stand-alone ‘presence’ systems such as DP5 [5] and MP3 [35] provide
efficient lookup methods, however, we anticipate that tight integration between the lookup and
anonymity systems may bring mutual performance and security benefits, which is another avenue
for future work.

3.8 Conclusion

The Loopix mix system explores the design space frontiers of low-latency mixing. We balance cover
traffic and message delays to achieve a tunable trade-off between real traffic and cover traffic, and
between latency and good anonymity. Low-latency incentivizes early adopters to use the system,
as they benefit from good performance. Moreover, the cover traffic introduced by both clients and
mix servers provides security in the presence of a smaller user-base size. In turn this promotes
growth in the user-base leading on one hand to greater security [18], and on the other a tuning
down of cover traffic over time.

Loopix is the first system to combine a number of best-of-breed techniques: we provide defini-
tions inspired by AnoA [2] for our security properties; improve the analysis of simplified variants of
stop-and-go-mixing as a Poisson mix [28]; we use restricted topologies to promote good mixing [20];
we deploy modern active attack mitigations based on loops [16]; and we use modified modern cryp-
tographic packet formats, such as Sphinx [15], for low information leakage. Our design, security
and performance analysis, and empirical evaluation shows they work well together to provide strong
security guarantees.

The result of composing these different techniques — previously explored as separate and abstract
design options — is a design that is strong against global network level adversaries without the very
high-latencies traditionally associated with mix systems [34, 14]. Thus, Loopix revitalizes message-
based mix systems and makes them competitive once more against onion routing [25] based solutions
that have dominated the field of anonymity research since Tor [19] was proposed in 2004.
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4. Strong and robust security guaran-
tees in the presence of malicious com-
ponents

The semiconductor industry is fully globalized and integrated circuits (ICs) are commonly defined,
designed and fabricated in different premises across the world. However, this exposes vendors to
supply chain attacks, where insiders may introduce malicious circuitry in the final products. This
is of particular concern to cryptographic hardware, storing and computing on confidential data. So
far, all mitigation attempts have been either circumvented by new attacks in a short time, or come
with unrealistically high manufacturing costs and complexity.

This paper proposes Myst, a practical high-assurance architecture, that uses commercial off-the-
shelf (COTS) hardware, and provides strong security guarantees, even in the presence of multiple
malicious components. The key idea is to combine protective-redundancy with modern threshold
cryptographic techniques, to form an impregnable backdoor containment unit. To evaluate our
design, we implement a prototype that provides the highest level of assurance possible with COTS
components. Specifically, we employ more than a hundred COTS processing units, verified to
FIPS140-2 Level 4 tamper-resistance standards, and use them to realize high-confidentiality random
number generation, key derivation, public key decryption and signing. Our experiments show a
reasonable computation overhead (e.g., less than 0.8% for Decryption and 17% for Signing), and
an almost-linear trade-off between throughput and backdoor-tolerance.

4.1 Introduction

Integrated Circuits (ICs) are ubiquitous and used in critical applications ranging from automotives,
communication networks to military equipment and space stations. For these systems to be secure
and reliable, the design and fabrication of the underlying hardware and software must abide to
high-quality specifications and standards. These ensure that the software has no intentional and
unintentional bugs, but more importantly ensure the integrity of the hardware supply chain: errors
in the ICs would be devastating for the security of the final system [48].

Unfortunately, IC manufacturers are not always able to oversee all parts of the supply chain [34,
55]. The constant reduction of transistor size that makes IC fabrication a very expensive process,
and forces IC designers to outsource the fabrication part to overseas foundries (for cost reduction)
[30, 43, 88]. As a result, a part of the ICs’ supply chain is left vulnerable to attacks from malicious
insiders [75, 60, 57, 12] and has a higher probability of introducing unintentional errors in the final
product. There are several documented real-world cases where hardware contained undocumented
functionality that classified as a backdoor or a trojan horse. In many cases, the affected ICs
are used in high-confidentiality and integrity applications, such as military [68, 54], networking
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equipment [46, 36|, and various others [67, 2, 53, 66]. Moreover, there are various types of hardware
trojans (HT), and backdoors described by the academic community that demonstrate the extent
of the problem and mitigation difficulty [81, 80, 82, 50, 15, 59, 11, 19]. Understandably, one of the
classes of systems that can be particularly disrupted by such errors is those relying on cryptographic
hardware. Such systems (e.g., Hardware Security Modules and Cryptographic Accelerators) are
widely used in real-world deployments with high security needs (e.g., banking applications), where
they carry out sensitive security tasks (e.g., key generation and storage, document signing) and
provide a protection layer against cyber-attacks and security breaches. Furthemore, this work
is also motivated by the need for high-assurance mix network infrastructures [29] that require
secure storage of keys and high-throughput key derivation operations despite extremely powerful
adversaries.

Due to the severity of these threats, there is a large body of work on the mitigation of malicious
circuitry. Existing research branches into two different directions: detection and prevention. De-
tection techniques aim to determine whether any HTs exist in a given circuit [86, 84, 69, 3], while
prevention techniques either impede the introduction of HTs, or enhance the efficiency of HT de-
tection [78, 24, 83, 62, 77]. Unfortunately, both detection and prevention techniques are brittle, as
new threats are able to circumvent them quickly [83]. For instance, analog malicious hardware [87]
was able evade known defenses, including split manufacturing, which is considered one of the most
promising and effective prevention approaches. Furthermore, most prevention techniques come with
a high manufacturing cost for higher levels of security [16, 83, 24], which contradicts the motives of
fabrication outsourcing. To make matters worse, vendors that use commercial off-the-shelf (COTS)
components are constrained to use only post-fabrication detection techniques, which further limits
their mitigation toolchest. All in all, backdoors being triggered by covert means and mitigation
countermeasures are in an arms race that seems unfavorable to the defenders [85, 83].

It has been repeatedly noted that computing monoculture increases the exposure of infrastruc-
ture to attacks [70, 37, 92]. One solution to this problem is offered by N-variant systems. Such
systems achieve heterogeneity by including multiple randomized system copies within the same
design and use them in parallel to replicate all computations. Their insight is that non-identical
copies prevent exploits from adjusting themselves to attack all of them simultaneously. However,
existing works only consider external attacks and do not account for adversaries residing in the
supply chain, or introducing malicious circuitry to the component itself.

In this paper, we build high-assurance hardware from a set of untrusted components, as long
as at least one of them is not compromised, even if benign and malicious components cannot be
distinguished.

Our key insight is that by combining established privacy enhancing technologies (PETSs) with
mature fault-tolerant system architectures, we can distribute trust between multiple components
originating from non-crossing supply chains, thus reducing the likelihood of compromises.

To achieve that, we deploy distributed cryptographic schemes on top of an N-Variant system
architecture, and build a trusted platform that supports a wide-range of commonly used crypto-
graphic operations (e.g., random number & key generation, decryption, signing).

This design draws from protective-redundancy and component diversification [23] and is built on
the assumption that multiple processing units and communication controllers may be compromised
by the same adversary. However, unlike N-Variant systems, instead of replicating the computations
on all processing units, Myst uses the homomorphic properties of our cryptographic schemes to
distribute the secrets so that the components hold only shares of the secrets (and not the secrets
themselves), at all times. This entails that as long as one of the components holding shares remains
honest the secret cannot be reconstructed or leaked. We also note that existing detection and
prevention techniques can work complimentary to our proposed design as a mean to reduce the

— 65 of 127 -



D3.2 - Design, Modelling and Analysis Pl

likelihood of compromises for individual components.

To our knowledge this is the first work to use distributed cryptographic protocols to build
hardware that is tolerant to multiple components carrying trojans or errors. To summarize, this
paper makes the following contributions:

+ Concept: We introduce backdoor-tolerance, where a system can still preserve its security
properties in the presence of multiple compromised components.

% Design: We demonstrate how cryptographic schemes (§4.4) can be combined with N-Variant
system architectures (§4.3), to build high-assurance systems.

< Implementation: We implement the proposed architecture by building a custom board
featuring 120 highly-tamper resistant ICs, and implement secure variants of random number
& key generation, public key decryption and signing (§4.5).

% Optimizations: We implement a number of optimizations to ensure the Myst architecture
is competitive in terms of performance compared to single ICs. Some optimizations concern
embedded mathematical libraries which are of independent interest.

« Evaluation: We quantitatively evaluate the performance of Myst, and use micro-benchmarks
to assess the cost of all operations and bottlenecks (§4.6).

The rest of the paper is organized as follows. Section 4.2 defines backdoor-tolerance, our threat
model and assumptions. The Myst architecture is introduced in Section 4.3, and our distributed
cryptosystem is detailed in Section 4.4. Section 4.5 describes the implementation of our prototype,
while Section 4.6 measures its performance. Finally, related works and their relation to Myst are
discussed in Section 4.7, while Section 4.8 concludes the paper.

4.2 Preliminaties

In this section, we introduce backdoor-tolerance, and outline our security assumptions for adversaries
residing in the IC’s supply chain.

4.2.1 Definition

A Backdoor-Tolerant system is be able to ensure the confidentiality of the secrets it stores and
the integrity of the computations it performs. Such a system can prevent data leakages, protect
the integrity of the generated keys and random numbers, and identify misbehaving components.
Note that the definition makes no distinction between honest design and fabrication mistakes and
hardware trojans, and accounts only for the impact of these errors on the security of the system.

4.2.2 Threat model

We assume an adversary is able to incorporate errors in some ICs. Such an adversary can gain access
to the secrets stored in the affected ICs and may also breach the integrity of any cryptographic
function run by the IC (e.g., random number generation). However, we also assume that not all
ICs are compromised either due to the use of different fabrication locations, or different vendors.
Moreover, the adversary has full control over the communication buses used to transfer data to
and from the ICs. Hence, the adversary is able to exfiltrate any information on the bus and the
channel controller, and inject and drop messages to launch her attacks. Additionally, she is able to
connect and issues commands to the ICs, and if a system features more that one malicious ICs, she
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Figure 4.1: An overview of the Myst’s distributed architecture, featuring all the integral components
and communication buses.

is able to orchestrate attacks using all of them. We also assume that the adversary may use any
other side-channel that a Trojan has been programmed to emit on — such as RF [5], acoustic [38]
or optical [6] channels. However, we assume that side-channels of chips not containing backdoors
may not leak any useful information to the adversary.

We make standard cryptographic assumptions about the adversary being computationally
bound, and not being able to solve through any shortcuts standards cryptographic problems, such
as the Decisional Diffie-Hellman problem [18], etc.

Attacks aiming to simply compromise the availability of the system, are out of the scope of
the paper. Such attacks can be easily thwarted through standard replication of the component,
without any complications for confidentiality. Instead, we assume that the malicious ICs aims to
be as stealthy as possible, and conceal their presence as best as possible. Moreover, we also assume
that malicious components are indistinguishable from benign ones.

Finally, we assume a software developer builds and signs the applications to be run on the
ICs. From our point of view they are trusted to provide high-integrity software without backdoors
or other flaws. This integrity concern may be tackled though standard high- integrity software
development techniques, such as security audits, public code repository trees, deterministic builds,
etc.

4.3 Architecture

In this section, we introduce the Myst architecture, which draws from fault-tolerant designs and
N-variant systems [72, 23]. The proposed design is based on the thesis that given a diverse set of k
ICs sourced from k semi-trusted suppliers, a trusted system can be build, as long as at least one of
them does not contain intentional backdoors or unintentional errors. As illustrated in Figure 4.1
Myst has three types of components: (1) a remote host, (2) an untrusted IC controller, and (3) the
processing 1Cs.
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Processing ICs. The ICs form the core of Myst, as they are collectively entrusted to perform
high-integrity computations, and provide secure storage space. Each implementation must feature
two or more ICs, of which at least one must be free of backdoors. We define this coalition of ICs,
as a quorum. The exact number of ICs in a quorum is determined by the user depending on the
degree of assurance she wants to achieve (see also the Assessment part of Section 4.6). The ICs
are programmable processors or microprocessors, have enough persistent memory to store keys and
feature a secure random number generator. Protection against physical tampering or side-channels
is in most cases also highly desirable and mandated by the industry standards and best practices
for cryptographic hardware. For this reason, our prototype (Section 4.5), comprises of components
that verify to the highest level of tamper-resistance (i.e., FIPS140-2 Level 4), and feature a very
reliable random number generator (i.e., FIPS140-2 Level 3).

IC controller. The controller enables the communication between the ICs themselves, and makes
Myst accessible to the outside world. It manages the bus that the processing ICs use to communicate
with each other and the interface where incoming requests from the user are delivered. Specifically,
it enables:

2
0‘0

Unicast, IC-to-1C": the ICs are able to send instructions to each other, and receive the outcome.

2
0’0

Broadcast, IC-to-ICs: the ICs are able to broadcast instructions to all other ICs, and receive
the outcomes.

2
0’0

Unicast, Host-to-1C: remote clients are able to send commands to specific ICs, and receive
the outcome.

®,
0.0

Broadcast, IC-to-ICs: remote clients are able to broadcast commands to all ICs, and receive
the outcomes.

The controller is also an IC, and other hardware, and it may also feature intentional or unin-
tentional errors or backdoors. For instance it may drop, modify packets or forge new ones, in order
to launch attacks against the protocols executed. It may also collude with one or more processing

ICs.

Remote host. The remote host connects to Myst through the IC controller; it issues high level
commands and retrieves the results. The remote host can be any kind of computer either in the
local network or in a remote one. In order for the commands to be executed by the ICs, the host
must provide proof of its authorization to issue commands, usually by signing them with a public
key associated with the user’s identity (e.g., Certificate by a trusted CA). Each commands issued
must include: 1) the requested operation, 2) any input data, and 3) the host’s signature (see also
Section 4.3.1). We note that, the remote host treats Myst as a black box and simply submits service
requests, without assuming any knowledge of its internal workings. Instead, the details regarding
the formation of quorums are determined by the system operator or the owner of the secrets.

Communication channels. At the physical level, the ICs, the controller and the hosts are
connected through buses and network interfaces. These are visible to the adversary, but we use
established cryptographic mechanisms to ensure integrity and confidentiality for transmitted data.

More specifically, all unicast and broadcast packets are signed using the sender IC’s certificate,
so that their origin and integrity can be verified by recipients. Moreover, in cases where the
confidentiality of the transmitted data needs to be protected, encrypted end-to-end channels are
also established.
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4.3.1 Access control layer

Access Control (AC) is critical for all systems operating on confidential data. In Myst, AC deter-
mines which hosts can submit service requests to the system, and which quorums they can interact
with. Despite the distributed architecture of Myst, we can simply replicate established AC tech-
niques on each IC. More specifically, each IC is provided with the public keys of the hosts that
are allowed to have access to its shares and submit requests. Optionally this list may distinguish
between hosts that have full access to the system, and hosts that are allowed to perform only a
subset of the operations. Once a request is received the IC verifies the signature of the host against
this public key list. The list can be provided either when setting up Myst, or when storing a secret
or generating a key.

We note that it is up to the entity handling the keys to decide the parameters of each quorum
(i.e., size k, ICs participating), and provide the AC lists to the ICs. This is a very critical procedure,
as if one of the hosts turns out to be compromised, the quorum can be misused in order to either
decrypt confidential ciphertexts or sign bogus statements. However, in any case the secrets stored
in the quorum will remain safe as there is no way for the adversary to extract them, unless they
use physical-tampering, which our prototype (§4.5) is also resilient against).

4.4 Secure distributed computations

In this section, we introduce a set of protocols that leverage the diversity of ICs in Myst to realize
standard cryptographic operations manipulating sensitive keying material. In general, we could
use techniques from secure multi-party computation (SMPC) [28, 27] to distribute secret compu-
tations across all ICs and ensure they remain confidential even in the face of some compromised
components. However, we instead leverage higher-level threshold cryptographic protocols, that
offer directly important cryptographic functionality and are secure under our threat model. More
specifically, the cryptosystem comprises of a key generation operation (§4.4.1), the ElGamal en-
cryption operation (§4.4.2), distributed ElGamal decryption (§4.4.3), and signing based on Schnorr
signatures (§4.4.4) [31, 33]. These operations are realized using interactive cryptographic protocols
that rely on standard cryptographic assumptions such as the hardness of the discrete logarithm
problem in elliptic curve groups.

Prior to the execution of any protocols, the ICs must be initialized with the domain parameters
T = (p,a,b,G,n, h) of the elliptic curve to be used, where p is prime specifying the finite field F), a
and b are the curve coefficients, GG is the base point of the curve, with order n, and h is the curve’s
cofactor. More details on the technical aspects of the initialization procedure are provided in the
provisioning section 4.6.3.

Trade-off between confidentiality & availability. All our distributed protocols use a threshold
k, which determines how many key shares must be combined in order to reconstruct a distributed
key. In practice, k is defined by the user and expresses the trade-off between confidentiality and
robustness: When the k is equal to the number of processing ICs t, then secrets are safe in the
presence of ¢ — 1 compromised ICs. On the other hand, a lower k& < ¢ enables the system to remain
fully functional even if some of the ICs fail — maliciously or through wear. Hence, the security
guarantees offered by our distributed protocols is determined by the threshold k. In this work, we
chose to maximize confidentiality, and resist the presence of ¢t — 1 actively malicious ICs — which
also keeps the presentation of our protocols simpler. However, in cases where reliability is also
important (e.g., to withstand IC failures) the security level can be adjusted in favor of redundancy
by using appropriate threshold schemes [58].
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Distributed key pair generation. The Distributed Key Pair Generation (DKPG), is a key
building block for most other protocols. In a nutshell, DKPG enables a quorum @ of t ICs to
collectively generate a random secret x, which is an element of a finite field and a public value
y = x - G for a given public elliptic curve point G. At the end of the DKPG protocol, each player
holds a share of the secret z, denoted as x; and the public value y. All steps of the protocol are
illustrated in Figure 4.2, and explained in turn below.

The execution of the protocol is triggered when an authorized host sends the corresponding
instruction (@). At the first step of the protocol, each member of @ runs Algorithm 1 and generates
a triplet consisting of: 1) a share z;, which is a randomly chosen element of Z,, 2) an elliptic curve
point y;, and 3) a commitment to y; denoted h;. (@)

Algorithm 4.4.1: TripletGen: Generation of a pair and its commitment.

Input : The domain parameters \
Output: A key triplet (z;, s, hi)

z < Rand(\)

Yy z; -G

h «+ Hash(yl)

return (x;,y;, h;)

B W N =

Upon the generation of the triplet, the members perform a pairwise exchange of their commit-
ments (@), by the end of which, they all hold a set H = {hq, ha, .., hy}. The commitment exchange
terminates when |H,| =t Vg € @), and another round of exchanges starts, this time, for the shares of
y (@)Y ={y1,vy2, ..,y }. The commitment exchange round is of uttermost importance as it forces
the participants to commit to a share of y, before receiving the shares of others. This prevents
attacks where an adversary first collects the shares of others, and then crafts her share so as to bias
the final pair, towards a secret key they know.

Algorithm 4.4.2: CommitVerify: Checks y;, against their respective commitments.
Input : (Y, H)
Output: Bool
1 forie {1, |Y|} do
if Hash(y;) # h; then
‘ return False
return True

W N

Once |Y,| =t Vq € @, the member executes Algorithm 2 to verify the validity of Y’s elements
against their commitments in H. (@) If one or more commitments fail the verification then the
member infers that an error (either intentional or unintentional) occurred and the protocol is
terminated. Otherwise, if all commitments are successfully verified, then the member executes
Algorithm 3 (®) and returns the result to the remote host (@). Note that, it is important to return
y, as well as the individual shares y;, as this protects against integrity attacks, where malicious ICs
return a different share than the one they committed to during the protocol [58, 39]. Moreover,
since y; are shares of the public key, they are also assumed to be public, and available to any
untrusted party.

In the following sections, we rely on DKPG as a building block of more complex operations, such
as the key generation operation (Section 4.4.1) and the distributed signing operation (Section 4.4.4).
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Figure 4.2: The interaction between the different participants during the execution of the Dis-
tributed Key Pair Generation (DKPG) protocol.
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Algorithm 4.4.3: ShareAggr: Aggregates public keys to form a common key.

Input : (Y)
Output: The aggregate of the public keys y
1Yy« J

2 for y; €Y do
3 | yeytu
4 return y

4.4.1 Distributed public key generation

The distributed key generation operation enables multiple ICs to collectively generate public and
private key shares that are only known to each IC. This is key in the presence of hardware trojans
as single ICs do not have access to the full private key at any point, and the integrity and secrecy
of the pair remains immune to malicious share contributions.

We opt for a scheme that offers the maximum level of confidentiality (¢-of-t), and whose exe-
cution is identical to DKPG seen in Figure 4.2. However, there are numerous protocols that allow
for different thresholds, such as Pedersen’s VSS scheme [58, 39, 71].

Once a key pair has been generated, the remote host can encrypt a plaintext using the public
key v, request the decryption of a ciphertext, or ask for a plaintext to be signed. In the following
sections we will outline the protocols that realize these operations.

4.4.2 Encryption

For encryption we use the Elliptic Curve ElGamal scheme [31, 20] (Algorithm 4). This operation
does not use the secret key, and can be performed directly on the host, or remotely by any party
holding the public key, hence there is no need to perform it in a distributed manner.

Algorithm 4.4.4: Encrypts a plaintext using the agreed common public key.

Input : The plaintext m encoded as an element of the groupG, and the calculated public
key Y49
Output: The Elgamal ciphertext tuple, (C1, Cs)
1 7 < Rand(T)
2 Cl —r-G
8 Oy m+r1-Ya
4 return (C1, Cy)

4.4.3 Decryption

One of the fundamental cryptographic operations involving a private key is ciphertext decryption.
In settings, where the key is held by a single authority, the decryption process is straightforward,
but assumes that the hardware used to perform the decryption does not leak the secret decryption
key. The Myst platform addresses this problem by distributing the decryption process between k
distinct processing ICs that hold shares of the key (Figure 4.3).

The protocol runs as follows: Initially, the host broadcasts the decryption instruction along with
the ciphertext tuple (C7, C9) to the processing ICs (@). Upon reception, the ICs first verify that
the request is signed by an authorized user (@), and then execute Algorithm 5 to generate their
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Figure 4.3: The interaction between the different ICs during the execution of the distributed
decryption protocol.
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decryption shares A; (). Once the shares are generated they are sent back to the host, signed by
the ICs and encrypted under the host’s public key (@). Once the host receives k decryption shares,
it executes Algorithm 6 to combine them and retrieve the plaintext (®).

Algorithm 4.4.5: DecShare: Returns the decryption share for a given ciphertext.

Input : The Elgamal ciphertext (C1,C3) and the IC’s private key of x;.
Output: The decryption share A;, where i is the IC’s uid

1 Az’ — =T Cl

2 return A;

Algorithm 4.4.6: AggrDec:Combines the decryption shares and returns the plaintext for a
given ciphertext.

Input : The Elgamal ciphertext Cy and the set of decryption shares A.
Output: The plaintext m

D+ o

for A; € A do

m <— (CQ + D)

5 return m

W N =

'

It should be noted that during the decryption process, the plaintext is not revealed to any other
party except the host, and neither the secret key nor its shares ever leave the honest ICs. An
extension to the above protocol can also prevent malicious ICs from returning arbitrary decryption
shares, by incorporating a non-interactive zero knowledge proof [17] in the operation output.

4.4.4 Signing

Apart from key generation, encryption and decryption, Myst also supports distributed signing —
an operation that potentially manipulates a long term signature key.

Algorithm 4.4.7: SigShare: Returns the signature share for a given plaintext.

Input : The Elliptic Curve parameters A, the plaintext to be signed m, the IC’s private
key of x;, the IC’s randomness share r;, and the aggregated random EC point R.
Output: The signature share tuple (s;, e)
1 e < Hash(m||R)
2 8 < 1r;—x;-e modn
3 return (s;,e)

Initially, all k£ ICs cooperate to generate a public key y using the distributed key generation
operation (Section 4.4.1), and store securely their own key share z;. From this point on, for each
message m, which is to be signed (@), the host’s authorization is verified (@), and the following
protocol is executed: At first, a fresh random commitment R is generated in a distributed manner,
using the DKPG protocol and each IC holds the commitment R and a share of the witness r;, where
R=3"!_,(ri-G) (®). Then each member of the quorum computes and broadcasts a share of m’s
signature o; = (s;, €), using Algorithm 7(@). At this point, the remote host can combine these k
shares and compute the signature o. More specifically, given a vector of signature shares (@), the
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Figure 4.4: The interaction between the different players during the execution of the distributed
signing protocol.
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signature o = (s, e), is computed through s = > s; mod n Vs; € & (®). The recipient of (m, o)
can verify the validity of the signature by checking if e = Hash(m||r,), where r, =s-G+e-Y

4.4.5 Random number generation

Another important application of secure hardware is the generation of a random fixed-length bit-
strings in the presence of active adversaries. The key property of such systems is that errors (e.g.,
a hardware backdoor), should not allow an adversary to bias the generated bitstring.

The implementation of such an operation is straightforward. The remote host submits a request
for randomness to all actors participating in the quorum. Subsequently, each actor independently
generates a random share b;, encrypts it with the public key of the host, and signs the ciphertext
with its private key. Once the host receives all the shares, he combines them to retrieve the b and
then uses an one way function (e.g., SHA3-512 [14]) to convert it to a fixed length string.

4.5 Implementation

In this section, we provide the implementation details of our Myst prototype. We first focus on
the custom hardware we built, and outline its different components and capabilities. Thereafter,
we discuss the development of the software for the semi-trusted ICs and the details of the remote
host.

FPGA Server Host

Figure 4.5: Overview of Myst’s components.

4.5.1 Hardware design & implementation

For our Myst prototype, we designed our own custom circuit board, which features 120 processing
ICs interconnected with dedicated buses with 1.2Mbps bandwidth.

The processing ICs are JavaCards (version 3.0.1), loaded with a custom applet implementing
the protocols outlined in Section 4.4. JavaCards are an ideal choice as they provide excellent
interoperability (i.e., applets are manufacturer-independent), which contributes to IC-diversification
and prevents lock-in to particular vendors. Moreover, they also fulfill all the requirements listed in
Section 4.2: 1) they are tamper-resistant (FIPS140-2 Level 4, CC EAL4) and can withstand attacks
from adversaries with physical access to them [63], 2) they feature secure (FIPS140-2 compliant)
on-card random number generators and 3) they offer cryptographic capabilities (e.g., Elliptic curve
addition, multiplication) through a dedicated co-processor. In addition to these, they have secure
and persistent on-card storage space, ideal for storing key shares and protocol parameters.
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Figure 4.6: Myst’s prototype can support more than 120 ICs, and fits in a single rack unit casing.

The host is implemented using a computer that runs a python client application, which submits
the user requests (e.g., Ciphertext Decryption) to Myst using a RESTful API exposed by the device.
The incoming requests are handled by a Spring server, which parses them, converts them to a
sequence of low-level instructions, and then forwards these to the IC controller, through an 1Gbps
TCP/UDP interface.¢ The ICs controller, a programmable Artix-7 FPGA, listens for the incoming
instructions and then routes them to the processing IC, through separate physical connections. We
took special care that these buses offer a high bandwidth (over 400kbps), to prevent bottlenecks
even in extreme use cases. Once the ICs return the results, the controller communicates them back
to the server, that subsequently forwards them to the host.

4.5.2 Software

We implement the protocols of Section 4.4 and provide the necessary methods for inter-component
communication and system parameterization.
We develop and load the processing ICs with JavaCard applets implementing methods for: 1)
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Card Management, 2) Key Generation, 3) Decryption, and 4) Signing. Although JavaCard APIs
since version 2.2.2 specifies a BigNumber class, this class is either unsupported by real cards or
provides only too small internal type length (typically at most 8 bytes). The only third-party Big-
Integer library available (i.e., BigNat!) is unmaintained and lacked essential operations. Moreover,
low-level elliptic curve operations are poorly supported as well. This made the implementation of
our cryptographic schemes tedious. For this reason, we extend BigNat to provide methods catering
to our specific needs and develop our own EC operations library. Our EC library provides methods
for EC point initialization, negation, addition, subtraction and scalar multiplication.

For EC point addition we use an NXO API, while scalar multiplication is achieved through a
trick: we use the high-level Key Agreement EC Diffie-Hellman method, exposed by the standard
JavaCard API, in order to perform scalar EC multiplication on the cryptographic co-processor,
instead of the slower general-purpose processor of the card. Our current implementation is based
on the NIST P-256 [76, 1] curve that provides at least 128 bits of security. However, it can also be
trivially adapted for any other curve.

Optimizations. We optimize our JavaCard applet for speed and prevent side-channel attacks.
Although JavaCard applets are compiled with standard Java compiler, common Java implemen-
tation patterns (e.g., frequent array reallocation due to resizing) are prohibitively expensive on
JavaCards. Therefore, we use the following optimization techniques based on good practices and
performance measurements from real, non-simulated, smart cards [73]:

% We use hardware accelerated cryptographic methods from JavaCard API instead of custom
implementations interpreted by JavaCard virtual machine.

« We store the data in the faster RAM-allocated arrays instead of persistent, but slower EEP-
ROM/Flash

% We use copy-free methods which minimize the move of data in memory, and also utilize native
methods provided by JCSystem class for array manipulation like memory set, copy and erase.

% We made sure to pre-allocate all cryptographic engines and key objects during the applet
installation. No further allocation during the rest of the applet lifetime is performed.

« Surplus cryptographic engines and key objects are used to minimize the number of key
scheduling and initialization of engine with a particular key as these operations impose non-
trivial overhead [73].

« We refrain from using single long-running commands which would cause other cards to wait
for completion, thus increasing the latency of the final operation.

Finally, we optimized two fundamental operations commonly used in cryptographic protocols:
1) integer multiplication, and 2) the modulo operation optimized for 32 byte-long EC coordinates.
This was necessary, as the straightforward implementation of these two algorithms in JavaCard
bytecode is both slow and potentially vulnerable to side-channel timing attacks. We, instead,
implemented both operations so as to use the native RSA engine and thus have constant-time
run-time.

The integer multiplication of a and b can be rewritten as a-b= ((a +b)?> —a® — b*)/2. The
squaring operation (e.g., a?) can be quickly computed using a pre-prepared raw RSA engine with
a public exponent equal to 2 and a modulus n, that is larger than the sum of the lengths of both
operands. On the other hand, the integer modulo of two operands a (64 bytes long) and b (32 bytes
long) is not so straighforward. We exploit the fact that b is always the order of the fixed point G

"Mttps://ovchip.cs.ru.nl/0V-chip_2.0
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in the P-256 Elliptic Curve [76, 1], and transform ¢ mod b =a — (((a - x) > 2) - ) where x and z
values are pre-computed offline [41]. As a result, a modulo operation can be transformed to two
RSA operations, one shift (with z being multiple of 8) and one subtraction. Note that we cannot
directly use RSA with a public exponent equal to 1 as operands are of different length and also
shorter than smallest RSA length available on the card.

4.5.3 System states

Initially, the system is in an non-operational state, where the processing ICs do not respond to user
requests. To make it operational, a secure initialization process has to be carried out. During the
initialization the processing ICs and the other components described in 4.3 are loaded with verified
application packages, and the domain parameters for the distributed protocols are set. Moreover,
the ICs are provided with their certificates that they will later use to sign their packets and establish
secure communication channels.

Once the initialization process has been completed, the system switches to an operational state
and is available to serve user requests. Depending on the configuration, the system may be brought
back to an uninitialized state, in order to load new software or change the protocol parameters.
We further discuss, the importance of the initialization process in Section 4.6.3.

4.6 Evaluation

In this section, we evaluate our Myst prototype by studying its performance in two aspects:

+ Performance. We compare the latency and throughput of our prototype to that of a single-
IC system (§4.6.1).

+ Scalability & extensibility. We determine the effectiveness of distributing incoming oper-
ation requests between multiple quorums and enabling simultaneous card-to-card communi-
cation (§4.6.2)

Experimental setup. All evaluations were performed using the setup illustrated in Figure 4.5.
The host is a single machine with a CentOS 7 OS (3.10.0 Linux kernel), featuring a 3.00GHz
Intel(R) Core i5-4590S CPU, 16GB of RAM, and uses a python client application to submit service
requests to Myst, through a 1Gbps Ethernet interface (as described in Section 4.5). Upon reception,
the server uses the Spring framework [47] to parse them, and then forward the instructions to the
Artix-7 FPGA, which subsequently routes them to the individual smart cards.

In all experiments, we collect response-time measurements from both the host and the Spring
server. On average the round-trip from the host to the server is 5ms. This is due to the high-
bandwidth interface connecting the two machines. For accuracy, we use the host measurements in
the rest of the section.

4.6.1 Performance impact

In this subsection we evaluate the performance impact of Myst, and compare its throughput and
latency with that of a single-IC system. Moreover, we examine the impact of our optimizations on
the overall performance of the system.

Methodology. To better understand the overhead that the use of a distributed architecture
entails we run experiments that measure the latency, as the size of the protocol quorum grows.
We first submit 1,000 requests for each cryptosystem operation (Section 4.4) in one JavaCard and
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Figure 4.7: The average response time for each distributed operation of the cryptosystem, in relation
to the quorum (i.e., a coalition of multiple ICs) size.

measure the response time. We then extend the experiment to larger quorums with sizes ranging
from 2 to 10, and measure the latency in completing the same 1,000 operations. Simultaneously,
to gain a more in-depth understanding of the impact that each low-level instruction type has, we
micro-benchmark the response time for all intra-system communications.

Results. Figure 4.7 plots the average response time for performing Key Generation, Decryption
and Signing using IC quorums of different sizes. To begin with, Decryption is the fastest (119ms),
since it implements a single round protocol. Moreover, when we compare the runtime between
the single-IC run, and the runs with multiple ICs, we observe that the latency is very stable
and the overhead remains always smaller than 0.8%. Hence, we conclude that the Decryption
latency does not increase with the size of the quorum. This is due to the ICs performing the
decryption computations simultaneously. It highlights that Decryption is only CPU bound, and
the network capacity of our prototype does not affect it; and demonstrates that Myst can essentially
provide increased assurance, with negligible impact on the decryption runtime. High-throughput
decryption is of extreme importance in applications such as secure key derivation in mix network
infrastructures [29], that heavily rely on decryption as compared to signing. The same is true for
random number generation, since it also comprises of a single round protocol that can be executed
in parallel.
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Figure 4.8: Breakdown of the runtime for low-level instructions that comprise the key generation

operation, in relation to the quorum size. The reference horizontal line represent the cost of using
a single IC.
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Figure 4.9: Breakdown of the runtime for low-level instructions that comprise the signing operation,
in relation to the quorum size.

On the other hand, Key Generation (DKPG) requires two phases (commitment and revelation)
and this adds significant latency. In particular, as seen in Figure 4.7 each additional IC results in
an runtime increase of approximately 90ms. Figure 4.8 examines the timings of low-level operations
involved in the key generation protocols. When quorums are small the cost of key generation is
dominated by the “INS_KEYGEN_INIT” operation that generates a secret share, and derives a
public key (624ms). However, as the IC quorums grow the operations related to exchanging public
keys (“INS_LKEYGEN_STORE_PUBKEY”) and commitments (“INS_. KEYGEN_STORE_HASH”)
become significant, and for a quorum of 10 ICs, nearly doubles the cost of key generation. However,
for quorums of 3 the impact on runtime is merely 303ms, compared to a single IC. Other low-level
operations have negligible cost, regardless of the quorum size.

Figure 4.9 examines the timings of the individual instructions used in the signing protocol. By
far, the most expensive operation is “INS_SIGN” (1007ms), which is the operation that computes
the signature share in each IC. As expected both the “INS_SIGN” operation and the “INS_SIGN_INIT”
(527ms), used to generate the commitment share, take constant time and do not grow with the
size of the quorum. On the other hand, as the quorums grow, the collective generation of the
random commitment grows linearly. Similarly, with the key generation protocol, the instructions
“INS_SIGN_STORE_PUBKEY” and “INS_SIGN_STORE_HASH” take most of the time. When
comparing the single IC setup with a quorum of 3 ICs, we observe a 17% increase on the execution
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time. However, this impact can be further reduced by pre-loading the commitment pairs. More
specifically, the DKPG protocol can be modified so that the players generate and exchange a vector
of pairs on each run. This will essentially reduce the corresponding part of the signing operation
to single-IC levels. It should be noted that the admittedly low signing throughput of a single IC.
However, we opted for JavaCards to provide the highest possible tampering-resistance, and be as
diverse as possible.

4.6.2 Scalability & extensibility

Highly-scalable systems increase their capacity by simply adding more processing power. In our
case, our hardware should be able to utilize more than one quorums at the same time, and distribute
the computational load between them. Of course, we assume that all quorums are composed of
multiple, diverse ICs, to ensure at least one IC per quorum is honest.

Methodology. To determine how efficiently our design scales in practice, we run a series of
experiments that measure Myst’s throughput, for varying numbers of processing quorums. As
described in Section 4.5, our board supports up to 120 processing ICs which can be divided into
multiple quorums and serve requests simultaneously. To benchmark the scalability of the system, on
each iteration of the experiment we submit 10,000 requests for each high-level operation supported
by our cryptosystem, and measure its throughput. However, this time we fix the quorum size k to
3, and on each iteration we increase the number of quorums serving the submitted requests by one,
until we involve 40 quorums, which is the maximum number of 3-IC quorums that our prototype
can support. For simplicity, we assign each processing IC to only one quorum. However, it is also
technically possible for an IC to participate in more than one quorums, and store more than one
secret shares.

Results. Figure 4.10 illustrates the throughput of the Myst system (in requests per second) as more
of the ICs are used for processing transactions. The maximum throughput of Myst was 3150ps/sec
for Decryption and 2lops/sec for Signing, when using all 40 quorums. We also observe that as
the number of quorums increases, the performance increases linearly, at a rate of ~ 9 requests
per second per additional quorum for the Decryption operation, and 0.55 requests per second for
Signing. This illustrates that the system is CPU bound, and the communication fabric between
ICs and the host is not a bottleneck. Consequently, a system with our proposed architecture can
be easily tailored for different use cases to provide the throughput needed in each of them.

4.6.3 Security considerations

Code & parameter provisioning is key to the security of Myst. If the code on all the ICs, or the
cryptographic parameters is wrong, then the security of Myst will be compromised. We propose
two strategies to ensure secure provisioning. First, we may assume that provisioning occurs at the
factory. This leverages our assumption that some of the factories are honest, and ensures that an
adversary would have to compromise all production to extract any secrets. The second strategy is
to assume the existence of a secure off-line provisioning facility that is not under the control of the
adversary. This facility need only be high-integrity, since no secrets are involved in the provisioning
step (they are all generated within the ICs as part of later protocols).

Besides static provisioning of code, it may be interesting to offer the Myst architecture as a
service — and we built a TCP interface to support such a use case. One may upload an application
to the processor by opening a secure channel directly to the IC, and installing the application
on a number of ICs. In order to separate applications from different authorities (to allow for
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Figure 4.10: The average system throughput in relation to the number of quorums (k = 3) that
serve requests simultaneously.
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multiprogramming) we enforce an application identity to be set as a hash function of the public
verification key of the application originator, and a application name of their choice. An application
update, claiming a particular identity, will need a valid signature under the originator key before
being loaded into the processor.

In all cases ICs need to be aware of their association with quorums. This association may be
provided by the issuer of commands to maximize flexibility; or it may be statically determined at
the time of provisioning.

SmartCard security. Smart Cards come with multiple benefits for our application as they
were designed to operate in a hostile environment that is assumed to be fully controlled by the
adversary [63]. For this reason, they come with tamper-resistance secure storage capabilities.
Even so, a number of attacks against various cards have been introduced. For instance, there are
multiple attacks that assume that the attacker is capable of tampering with the hardware during
the provisioning phase [8, 32, 45, 56]. Moreover, a number of errors have been discovered in the
realizations of the random number generators and other integral components of the cards [35, 25, 74].
However, SmartCards are still widely used, mainly because the low practicality of the great majority
of the attacks, the constant evolution of anti-tampering techniques, and the very low incident count
compared to the number of smartcards currently in use.

Assessment & parameterization. In Section 4.4, we highlighted the importance of the security
threshold &, while in Section 4.6 we examined its relationship with other aspects of the system (e.g.,
performance). However, determining the exact threshold setting and the ICs participating in a
quorum, given the lowest-acceptable bound for security is not a trivial task. Indeed, dependability
and reliability assessment of a system has also been extensively studied by the fault-tolerance
community [23, 51], before a consensus was reached. To solve this problem, the community
promoted uniformity in assessments, by standardizing widely accepted terminology and formalizing
definitions [52].

Drawing from these mature definitions, we also introduce two important factors that should be
considered when setting the security threshold and determining the ICs participating in a quorum.
To begin with, the assessment should consider the existence likelihood of hardware trojans or
backdoors in the ICs given the supply chain they originate from. This can be further extended to
account for the full supply chain, or for the steps where the vendor has no control over. Additionally,
assuming that HT detection mechanisms are in place, their effectiveness should also be part of the
decision. Obviously, standard quality assurance processes are not adequate for the detection of
backdoors, but in cases where the vendor conducts more advanced inspections, this can increase its
trust on specific ICs. However, the quantification of the above parameters remains an open problem,
and as there is not commonly accepted way of evaluation, it largely depends on the information
and testing capabilities each vendor has.

4.7 Related work

We provide here background and discuss related work in the literature of hardware trojans detection
and prevention techniques. Moreover, we detail the relationship of our work with fault-tolerant
designs and techniques.

Hardware trojans and countermeasures. Hardware Trojans are malicious modifications to
the circuitry of a system component, and consist of a triggering unit, and a payload logic unit.
The triggering unit simply monitors a set of inputs, for a specific sequence of events. Once the
pre-determined sequence is observed, the payload logic is executed and performs a pre-defined set
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of actions. The exact actions depend on the adversary’s objectives, and may range from leaking
stored secrets, to altering the functionality of the circuit. Due to the severity of the threat, there
is an extended literature on fabrication-time trojan horses, introducing numerous attack classes
and exploitation techniques. For instance, the authors in [49] design two hardware trojans and
implement a proof-of-concept attack against the PRINCE cipher [19]. The novelty of their attacks
is that they use dopant polarity changes (first introduced by [11]), to create a hard-to-detect fault-
injection attack backdoor. Moreover, [59] also introduces a HT attacking RSA applications. In this
attack, the adversary is able to use power supply fluctuations to trigger the trojan, which then leaks
bits of the key through a signature. Another very hard to detect and devastating class of trojans
was introduced by K. Yang et al. in [87] and is based on modifications in analog components.
More specifically, instead of tampering with the processor in design time, they replaced hundreds
of gates, with counter-based triggers, which given the right input, release a payload. Apart from
these, detection evasion and stealthy triggering techniques have been proposed in [81, 80, 82, 50, 15].

Moreover, as discussed in Section 4.1, malicious components carrying trojans have been also
observed in commercial and military hardware [68, 54, 46, 36, 67, 2, 53, 66] and a subset of those
incidents also involved misbehaving cryptographic hardware [42, 64, 40, 65]. In all these cases, the
errors were eventually attributed to honest design or fabrication mistakes, but the systems were
left vulnerable to attacks regardless. For instance, one popular and well-studied example of attacks
against weak cryptographic hardware is [13]. In this work, Bernstein et al. study the random
number generators used in smartcards and found various malfunctioning pieces, that allowed him
to break 184 public keys used in “Citizen Digital Certificates” by Taiwanese citizens.

To address the aforementioned threats two main directions have emerged: detection, and pre-
vention. Detection techniques aim to determine whether any HT's exist in a given circuit and feature
a wide range of approaches such as side-channel analysis [86, 84, 69, 3], logic testing [22], and trust
verification [61, 7, 79, 91]. On the other hand, prevention techniques aim to either impede the intro-
duction of HTs, or make HT easier to detect, such approaches are Split manufacturing [24, 83, 62],
logic obfuscation [21] and runtime monitoring [44, 77]

Moreover, there also a smaller body of work which attempts to tackle the even harder problem of
inferring additional information about the HT such as their triggers, payload, and exact location [86,
84].

Fault-tolerant systems. Component-redundancy and component-diversification are both key
concepts used in N-variant systems that aim to achieve high fault-tolerance [23]. An example of
such a system is the Triple-Triple Redundant 777 Primary Flight Computer [89, 90], that replicates
the computations in three processors and then performs a majority voting to determine the final
result. The applications of N-variance in security scenarios has been studied in only few works
aiming to protect systems against software attacks. In particular, [26] introduces a method to
generate randomized system copies, that will have disjoint exploitation sets, thus achieving memory
safety. On the other hand, [4] proposes a N-variant method for IC diversification, aiming again to
achieve disjoint exploitation sets. However, this method is not effective against fabrication-time
attacks launched during the IC manufacturing. Finally, heterogeneous architectures with COTS
components have been also proposed in [9, 10]. However, the practicality of these works is very
limited as the computations are simply replicated between the different components, thus protecting
against only a small subset of existing hardware attacks.
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4.8 Conclusion

The literature on hardware trojans and malicious circuitry extends over ten years, and includes
an abundance of trojan designs, mitigation techniques and countermeasure evasion methods. This
line of work assumes that due to the arms race, between trojan horses and mitigation techniques,
countermeasures will never be 100% effective against all possible threats. To resolve this, we
introduce Myst, which brings the adversary into the unfavorable position of having to achieve 100%
compromise to gain any advantage. Specifically, by employing threshold schemes and a redundancy-
based architecture, Myst is able to distribute both secrets and computations among multiple,
diverse integrated circuits. Consequently, an adversary aiming to breach the confidentiality or
the integrity of the system, must be able to compromise all the ICs. This is not a trivial task
when ICs are sourced through non-crossing supply chains. To evaluate Myst, we build a custom
board featuring 120 Smart Cards controlled by an Artix-7 FPGA. The maximum throughput for
distributed decryption is 3150ps/sec and the operation comes with an overhead less than 0.8%
compared a non-distributed system. Moreover, the more complex signing operation has a 17%
impact on runtime. All in all, our results show that Myst is highly scalable, and provides strong
guarantees for the security of the system at a reasonable performance cost.

Joint Research with Enigmabridge. To provide a reliable infrastructure for PANORAMIX
nodes, we looked into hardware solutions that enable secure key generation and storage, as well as
other necessary cryptographic operations (i.e., decryption, signing). Such features are commonly
found in commercially available hardware security modules (HSMs). However, the threat model
commercial HSMs operate under is different than the one PANORAMIX nodes were designed for.
As a result, while HSMs can rely on a single trusted vendor to provide secure hardware components,
PANORAMIX assumes a much stronger adversary that can potentially compromise the hardware
supply chain of some of the components.

For this purpose, we designed a novel architecture for cryptographic hardware that retains its
security properties even if some of its components are actively malicious. To implement, evalu-
ate and deploy our design, we researched jointly with experts from Enigmabridge (20 Bridge St,
Cambridge CB2 1UF, UK). Enigmabridge experts produced the hardware schematics and built the
circuit boards; UCL programmed the integrated circuits of the board with firmware that imple-
ments the protocols realizing the required functionality (i.e., key generation, decryption, signing).
We jointly performed several testing rounds to ensure both the completeness and the robustness of
the final product.

The outcomes of this cooperation are public. The details of the architecture, the hardware
components used in the board, the cryptographic protocols and our source code are freely available
online (under MIT license, https://github.com/OpenCryptoProject/Myst/), and have already
been discussed in various public presentations of our work and in our recently published paper.
The website of the project is: https://BackdoorTolerance.org which we will keep updating and
enriching with more info.
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5. Computing tight anonymity bounds
for Tor against malicious network in-
frastructure

The benefits of our interconnected online world, although indisputable, are accompanied by threats
to user’s privacy of unprecedented magnitude. Activities of citizens are constantly tracked and
profiled both by the advertising industry and by governmental agencies. As a result, public interest
in privacy enhancing techniques and anonymous communication systems has increased significantly
over the course of the last few years. Millions of users now use anonymizing proxies, VPNs and
in particular the Tor network [5, 6], to anonymously browse the web. The utility of such tools,
however, is directly related to the degree of anonymity they provide and measuring this degree of
anonymity is an active field of research.

In this chapter, we present the first rigorous methodology for formally quantifying the reduction
of anonymity in an anonymous communication protocol against malicious network infrastructures,
including combinations of autonomous systems, Internet exchange points, and submarine cables.
Deriving rigorous and under reasonable assumptions tight anonymity guarantees requires a well-
defined foundation, including robust anonymity definitions for anonymous communication systems.
Thus, we leverage the AnoA [12] definition of anonymity that is inspired by differential privacy
for our quantification. Finally, we perform an evaluation of Tor’s anonymity against network
eavesdroppers.

Relation to the goals of PANORAMIX

Our methodology directly targets task 3.3 and makes significant contributions our goal of analysing
the interplay between anonymous communication systems and differential privacy. First, we define
and calculate differential privacy like guarantees for Tor, one of the most widely used instantiations
of an anonymous channel, if parts of the network infrastructure are controlled by an adversary.
We achieve strong, composable and within our reasonable abstractions tight results against mali-
cious network infrastructure. Our definition of anonymity and our methodology can be modularly
adapted and applied to other anonymous communication protocols, such as classical mixes.

In our large-scale evaluation we consider the anonymity impact of real companies and surveil-
lance performed at real physical locations on Tor. To this end, we analyse anonymity against
companies providing very significant autonomous systems (Level 3, NTT, DTAG), as well as of
the largest European Internet exchange point (DE-CIX) and the landing point of submarine cables
connecting the US and England near Bude, in England. We compare results for Tor with LASTor,
a variant of Tor proposed to counter malicious or overly curious Internet infrastructure and we find
that both are vulnerable against our adversaries. Our analysis establishes a base-line for our own
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instantiations of anonymous channels, i.e., mix network based protocols.

Concretely, we make the following contributions: First, we provide an algorithmic approach for
computing Tor’s reduction of anonymity when facing malicious network infrastructure. The ob-
tained bounds are shown to be correct for the cryptographic realization of Tor using a recently in-
troduced AnoA framework for reasoning about anonymous communication systems. Consequently,
the bounds follow the intuition and definitions of differential privacy and come with the compos-
ability and post-computation resilience known from differential privacy as well. We show that the
bounds are tight under reasonable assumptions.

Second, we evaluated our approach against several adversarial settings that rely on observing
parts of Tor’s Internet structure. Our evaluation shows that Tor is highly susceptible to observations
by a top-tier provider such as Level 3, NTT, and DTAG, exhibiting a reduction of anonymity of
more than 20%, for NTT and Level 3 respectively. Our analysis marks a significant step towards
understanding the anonymity provided by Tor. This step is necessary for safely using Tor as a
component of larger privacy preserving systems.

5.1 Motivation

The Internet has evolved from a mere communication network used by millions of users to a
global platform for social networking, communication, education, entertainment, trade, and po-
litical activism used by billions of users. In addition to the indisputable societal benefits of this
transformation, the mass reach of the Internet has created new powerful threats to online privacy.
Today, users are constantly tracked, monitored, and profiled, both with the intent of monetizing
their personal information through targeted advertisements, and by nearly omnipotent agencies
that rely on the mass collection of metadata for conducting dragnet surveillance at the planetary
scale.

Millions of users try to escape this profiling by relying on the anonymous communication network
Tor, which promises to hide their identities and their communication partners [1, 5, 6, 17]. In the
Tor network, users connect to a series of three anonymizing proxies successively, which constitute
a so-called Tor circuit. This circuit ensures, using appropriate cryptographic protection, that
each proxy only learns its predecessor and its successor, and thereby hides both the user’s and
the recipient’s IP addresses. Tor has become a core building block for various privacy-enhancing
technologies, e.g., in the Tor Browser Bundle [6] and in the privacy-preserving live operating system
Tails [4]. Recently, Mozilla has announced a collaboration with Tor to accelerate practical advances
in privacy technology for the Web [31].

One of the most important research questions concerning Tor is to rigorously determine and
quantify the degree of anonymity that Tor provides against various adversarial abilities. Amongst
these abilities, traffic correlation is widely considered as the by-far most successful and realistic
attack to undermine the anonymity of Tor. In traffic correlation, an adversary that is capable
of monitoring traffic at different connections (e.g., between the sender and the guard node, and
between the exit node and the recipient) uses traffic analysis techniques to identify and link common
patterns, and to thereby deanonymize Tor users and their communicating partners. Recent studies
have shown the impressive potential of this attack strategy [26, 18, 19], and current solutions to
counter traffic correlation attacks still impose prohibitively high performance overheads for low-
latency communications such as Tor.

Mounting traffic correlation attacks crucially relies on the ability to monitor traffic at different,
suitable connections. In reality, this corresponds to getting access, or to subverting, corresponding
parts of the network infrastructure. Recent studies show that the set of potential autonomous
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systems, which constitute a core part of this infrastructure, that are capable of using traffic cor-
relation is presumably much larger than expected, as a result of Tor’s routing characteristics and
intentional attempts to manipulate the Internet’s routing system [35, 34]. It is hence expected
that traffic correlation attacks — and thus: compromised network infrastructure — is the currently
most impeding factor for the anonymity offered by the Tor network. This expectation is further
substantiated by first empirical studies that aimed at determining the vulnerability of Tor against
corrupted autonomous systems and corresponding traffic correlation attacks [26, 33]; we refer to
the related work section for more details.

However, while such approaches provide first empirical observations of a user’s anonymity using
simulation and subsequent extrapolations, no work exists thus far that establishes semantically
well-founded bounds to which extent anonymity is being reduced if specific parts of the network
infrastructure are considered to be under adversarial control. In addition to deriving quantitative
anonymity bounds for Tor, this would shed light on related, largely unexplored questions of practical
relevance, e.g., how the mapping between the Tor overlay network and the actual Internet topology
influences anonymity guarantees, and which parts of the network infrastructure are particularly
valuable targets for adversarial observations.

5.1.1 Our contributions

In this chapter, we present the first rigorous methodology for formally quantifying the reduction of
anonymity in Tor against malicious network infrastructure, including (combinations of ) autonomous
systems (AS), Internet exchange points (IXP) and submarine cables. Concretely, this chapter
makes the following contributions: (theory) an algorithmic approach for computing Tor’s reduction
of anonymity when facing malicious network infrastructure; and (practice) an evaluation how
anonymity bounds for Tor are formally affected by various malicious infrastructure settings.

Computing reduction of anonymity. Formally quantifying the reduction of anonymity against adver-
saries that control parts of the network infrastructure imposes several challenges. Most importantly,
since we strive for rigorous bounds instead of only simulating possible runs and extrapolating the
results, we have to accurately compute the degree and the corresponding reduction of anonymity,
given Tor’s specification, the current status of the Tor overlay network, Tor’s Internet topology, the
anonymity notion under consideration, and an accurately modelled adversary that reflects the cor-
rupted infrastructure. In particular, the computation of the bounds requires to carefully consider
all potential adversarial observations and to assess their impact on a user’s anonymity. To this
end, we provide an algorithm that computes the reduction of anonymity based on the anonymity
notion under consideration and the adversary’s possible observations that are derived from the
considered network structure. We then formally show that the obtained bounds correspond pre-
cisely to the notion of optimal adversary advantage against an idealized version of Tor in the AnoA
framework [12] — a recent framework for computing quantitative bounds for anonymous communi-
cation systems. Using this embedding into AnoA, we show that our bounds hold as well for the
cryptographic realization of Tor and that they are tight under the assumption that perfect traffic
correlation is possible (both up to a negligible factor). This allows for computing precise bounds
in the presence of malicious network infrastructure, and hence supersedes existing approaches that
only heuristically derive quantitative anonymity statements.

Implementation and evaluation. Finally, we evaluated our methodology against several adversar-
ial settings that rely on observing parts of the Internet topology, in particular various AS-level
adversaries (Level 3, NTT, DTAG), and a DE-CIX adversary, and a submarine cable adversary.
We first constructed a model of the Internet topology on which Tor relies, which we call Tor’s
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Internet topology. Then, we ran our computations for the reduction of anonymity on our snapshot
of Tor’s Internet topology and the corresponding Tor consensus, taking into account 100 sampled
combinations of senders and recipients. Using these experiments, we compare Tor’s path selection
algorithm with the LASTor path selection algorithm [8], since LASTor was specifically designed to
reduce the impeding effects of malicious infrastructure by choosing geographically close Tor nodes.
Our experiments in particular show that both path selection algorithms are highly susceptible to an
observing top-tier provider, facing a reduction of anonymity of up to 27.8% for Level 3. A collusion
of Level 3, NTT and DTAG even reduces anonymity by 47.2%.

5.1.2 Outline

In Section 5.2, we provide our algorithmic approach for computing anonymity bounds in the pres-
ence of malicious network infrastructure. In Section 5.3, we show that these bounds are accurate for
Tor, and that they are tight under the assumption that perfect traffic correlation is possible. Sec-
tion 5.4 contains our evaluation results for various settings of malicious infrastructure. Section 5.5
reviews further related work.

5.2 Computing anonymity bounds

In this section, we provide an algorithmic approach for computing anonymity bounds for Tor in
the presence of an adversary that controls selected parts of the Internet infrastructure. We first
characterize all possible observation points that an adversary can observe in Tor and introduce the
anonymity notions considered in this chapter (Section 5.2.1). Based on this characterization and
these notions, we then show how to compute the reduction of anonymity based on any given model
of corrupted components of the Internet’s topology (Section 5.2.2). We will later instantiate this
algorithm with Tor’s Internet topology and thereby obtain concrete real-life anonymity bounds for
various adversarial settings.

In this section, we will concentrate on the algorithmic aspects of computing the reduction of
anonymity, and use the terms anonymity notions, observation points, and adversary’s advantage
that contribute to the overall anonymity assessment only in an informal way. We will give a formal
semantics to those terms in Section 5.3, and then rigorously prove the correctness and tightness
(under some assumptions) of our computed bounds based on this semantics.

5.2.1 Observation points and anonymity notions

Every Tor circuit contains four different sub-paths that an adversary could observe by corrupting
suitable parts of the network infrastructure, see the upper part of Figure 5.1: between the sender Sy
and the guard node G (denoted as Sy-G), between the guard node and the middle node M (denoted
G-M), between the middle node and the exit node X (denoted M-X), and between the exit node
and the recipient Ry (denoted X-Ry). Observing each of these sub-paths enables the adversary to
draw conclusions about the sender and/or the recipient of the circuit, and to thereby reduce their
degree of anonymity.

Some of these conclusions are straightforward and absolute: if the connection between the
sender and the guard node can be observed, the sender is trivially deanonymized as the origin of
the communication. Similar, the ability to observe the connection between the exit node and the
recipient unveals the recipient as the destination of the communication.

While existing papers that strive to assess anonymity are limited to these observations, ad-
ditional conclusions can be drawn when corrupting any node, even the seamingly less threating
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Figure 5.1: Upper part: Observation points of a network-observing adversary for a given Tor circuit:
sender to guard node (Sp-G), guard node to middle node (G-M), middle node to end node (M-X),
and end note to recipient (X-Ry). Lower part: Further observation points for an alternative sender
S1 (51-G) and for an alternative recipient Ry (X-Rj) that will be used to define different anonymity
notions.

middle nodes. These conclusions are more subtle but no less influencial. For instance, if the ad-
versary observes or knows that the sender communicates over a specific port, all exit nodes can
be excluded that do not support this port choice, and hence any communication that involves ex-
cluded exit nodes cannot originate from that sender. Moreover, excluding exit nodes influences the
probability which nodes are being selecting as guard or middle node in this circuit by Tor’s path
selection algorithm (the selection takes so-called family relationships and further constraints into
account, see Section 5.4.2). Technically, this means that the a-priori probability distribution over
circuits induced by Tor’s path selection algorithm is now replaced by an a-posteriori distribution
that is conditioned on the network observations of the adversary. This enables the adversary to
draw further conclusions and to thereby reduce anonymity.

To reflect all these capabilities, we model the knowledge an adversary gains from its observa-
tions by comparing its ability to distinguish two scenarios that differ in their involved senders and
recipients. This follows the established concept of indistinguishability-based definitions in cryptog-
raphy (e.g., IND-CCA secure encryption): One of these two scenarios is selected at random, a Tor
circuit is created for this scenario, and the adversary is then allowed to make observations for this
circuit depending on the considered network corruption model. The adversary knows the set-up
of both scenarios, its observations, and it then has to decide which scenario it currently observes.
The reduction of anonymity is then defined as the adversary’s advantage, i.e., as the probability of
correctly telling both scenarios apart.

We consider three commonly considered notions of communication anonymity in this chapter:
sender anonymity (i.e., determine who is sending a message), recipient anonymity (i.e., determine to
whom a message is sent), and relationship anonymity (i.e., determine a correlation between senders
and recipients). Each of these three notions requires its own two scenarios to define the adversary’s
advantage with respect to this notion. This is illustrated in Figure 5.1: for sender anonymity, an
additional sender Sy is considered, i.e., the two scenarios differ in the sender, but share the same
recipient Ry. Similarly, an additional recipient R; is considered for recipient anonymity, and the two
scenarios differ in the recipient, but share the same sender Sy. Capturing the absence of correlations
to define relationship anonymity is more involved. We both consider an additional sender S; and
an additional recipient R;: The first relationship anonymity scenario considers the two cases that
Sy communicates with Ry and that S; communicates with R;; the second scenario considers the
communication from Sy to Ry, and from S7 to Ry. After the scenario has been selected, one of the
two described cases for this scenario is selected at random, then a Tor circuit is created for this
case, and the adversary can start making its observations for this circuit.
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For each anonymity notion, the adversary can hence make network observations at the following
observation points in order to tell apart the scenarios. For each anonymity notion, the four sub-
paths Sp-G, G-M, M-X, and X-Rj, are canonical observation points as described earlier in this
section. For sender anonymity, an additional observation point is S;-G, and similarly X-R; for
recipient anonymity. For relationship anonymity, both S1-G and X-R; are additional observation
points. In all these scenarios, we additionally consider the absence of an observed communication
as a distiguished observation, denoted 1, since realizing that a communication has not happened
at the observated network path constitutes an observation in itself.

We will show in Section 5.3 that the advantage of an eavesdropping adversary can be charac-
terized by the sum over the probability differences of the observations on each of these sub-paths.
We stress that a network-observing adversary does not learn anything from the encrypted content
of Tor traffic in our model (except for the ability to correlate it with other Tor traffic). We will
show that this assumption is sound by grounding our formal analysis on a faithful idealization of
Tor [11].

5.2.2 Calculating the reduction of anonymity

The algorithm for computing the reduction of anonymity (Figure 5.2) works in two phases: After
initializing the underlying store data structure, it first computes the probability of every possible
observation over the probabilistically generated Tor circuits for all four possible sender-recipient
pairs.! We call this the observation phase. In the second step, we derive the advantage of the
adversary by suitably aggregating the probabilities of the respective observations depending on the
considered anonymity notion. We call this the deduction phase.

To improve the performance of our algorithm, we compute guarantees for all three anonymity
notions at once, and hence simultaneously consider all four different sender-recipient pairs (and
discard the two respective obsolete pairs for sender and recipient anonymity, see below). We now
describe the individual phases in more detail.

Underlying notions. Our algorithm centrally relies on the notion of observations and of malicious
infrastructure. For the set of senders S, the set of Tor nodes N, and the set of recipients R,
let S == SU{L}, N :=NU{L}, Ry := RU{L}, where L denotes that an element is not
observed. Then an observation is an element from Obs := S| x N3 x R . For {Sp,51} C S
and {Ro, R1} C R, we write Obs(Sy, S1, Ry, R1) := {So, 51, L} x /\/’j x {Rp, R1, L} to denote the
restriction of observations to these senders and recipients.

We abstractly model malicious infrastructure as the collection of all observation points of all
Tor circuits that can be observed. This infrastructure comprises elements from S x A (connections
between senders and nodes), elements from A" x N (connection between Tor nodes), and elements
from ' xR (connections between nodes and recipients). Thus technically, a malicious infrastructure
MT is an element of Z := P((S x N)U (N x N) U (N x R)) where P(X) denotes the powerset of
set X .2

Underlying data structure. The probabilities of individual observations for a given sender-recipient

! As described in the last section, sender anonymity considers two senders Sp and S; and one recipient R;, and
hence two such pairs (So, Ro) and (S1, Ro). Recipient anonymity considers one sender Sy and two recipients Ry and
R1, and hence two such pairs (So, Ro) and (So, R1). Relationship anonymity considers two senders Sy and S; and
two recipients Ro and Rp, and hence four such pairs (So, Ro), (So, R1), (S1, Ro) and (S1, R1).

2For node-level adversaries it is meaningful to consider adversaries that are only restricted by a budget, such as
the number of nodes that they can compromise [14]. For malicious infrastructures such an unrestrictyed adversary
is not meaningful, since it can, e.g., compromise a sender’s AS and thereby win the sender anonymity game with
probability 1.
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COMPUTEANONYMITY (MZ, So, S1, Ro, R1)
for each z € {So,Sl} X {Ro,Rl} X ObS(SQ,S1,R0,R1) do

store[z] :=0
store := OBSERVATIONPHASE(store, MZ, Sy, S1, Ro, R1)
(6SA7 5RA7 5REL) = DEDUCTIONPHASE(StOre7 So, Sl, Ro, Rl)

return (6g4,0R4,0REL)

OBSERVATIONPHASE(store, MZ, So, S1, Ro, R1)
for each (s,r) € {So,S1} x {Ro, R1}, (ng,nm, nx) € A® do
store[s, 7, 0BVD(MZ, s, ng, nm, nx, )] += Ps r(ng, nm, nx)
return store

OBVD(MZ, s,ng, N, Nx, T)
Initialize ¢ := L for ¢ € {o0s, 0, oM, Ox, Or }
if (s,ng) € MZ then os := s;og := ng
if (ng,nm) € MZ then og := ng;om :=
if (nm,nx) € MZ then oy := nyjox :=
if (nx,r) € MZ then ox := nx;or :=d
return (os,0g, oM, 0x, Or)

nm
nx

DEDUCTIONPHASE(store, So, S1, Ro, R1)

054,0RA,0REL = 0

for each o € Obs(So, S1, Ro, R1) do
ADDDIFF(d54, store[So, Ro, 0], store[S1, Ro, 0])
ADDDIFF(6Rr 4, store[So, Ro, o], store[So, R1,0])
r1 := (store[So, Ro, 0] + store[S1, R1,0])/2
ro := (store[So, Ri,0] + store[S1, Ro, 0])/2
ADDDIFF(SREL, T1,72)

return (8s4,8RA,0REL)

ADDDIFF(Z, X,Y)

if X >Y then
Z += X -Y

Figure 5.2: Computation of reduction of anonymity. Here MZ denotes malicious infrastructure,
Sy and S two senders, and Ry and Ry two recipients.

pair and a given malicious infrastructure are stored in a data structure store. store technically
consists of an array of probabilities, addressed by elements of the form (s,7,0) € S x R x Obs. All
elements from store are initially set to 0.

Observation phase. For all four sender-recipient pairs (s, ), we first use the probability distribution
P, induced by Tor’s current path selection algorithm or by LASTor, to determine the probabil-
ity that a specific combination of guard node, middle node, and exit node is selected for (s, ).
More formally, P, in OBSERVATIONPHASE constitutes a probability distribution over N 3 where
Psr(ng,nm, nx) denotes the probability that these three nodes are selected (in this order) to form
a circuit from s to r.

Definition 1 (Path Selection Algorithms). A family of probabilistic algorithms Ps,: S x R —
S x N3 xR is a path selection algorithm if the following holds: for all S € S and R € R, we have
that if (S’,n1,n2,n3,R') € [Pgr| then S =S5" and R = R', and ny,ng,n3 are pairwise different.

For each circuit from s to r we then derive all possible observations that can be successfully
made by the considered malicious infrastructure MZ. To this end, we first determine all relevant
sub-paths that constitute observation points for MZ, and then combine them to overall observation,
i.e., to five-tuples from Obs that hence potentially include missing information (). We stress that
combining observations in this form (from individual sub-paths to five-tuples) corresponds to the
adversary’s ability to perfectly correlate Tor traffic — a worst-case assumption that reflects the
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variety of successful works on Tor traffic correlation. For instance a malicious infrastructure that
precisely observes the connection between a sender s and entry node ng and between an exit node
nx and a recipient r corresponds to the observation (s, ng, L, nx,r); hence the adversary is capable
of linking s and r. Without traffic analysis, one would have to consider the tuples (s,ng, L, L, L)
and (L, L, L nx,r) individually, which we do not target here.

Finally, for each of these observations, we compute and store the aggregated probability over
all Tor circuits that contain the respective Tor nodes.

Deduction phase. We now compute the adversary’s advantage § for the individual anonymity
notions, based on the probabilities of the individual observations. To this end, we compare these
probabilities and aggregate their differences in a suitable manner, depending on the considered
anonymity notion:

e For sender anonymity dga, we compare the probabilities of those observations that occur if
either Sy or S; are the sender of the circuit, with the same recipient Rjy.

e For recipient anonymity dra, we compare the probabilities of those observations that occur
if Sy is the sender of the circuit, and intends to establish a communication with either Ry or
R; as the recipient.

e For relationship anonymity drgr, we compare the probabilities of those observations for the
two selected pairs arising from the four combinations of senders Sy and S; and recipients Ry
and Ry, see Section 5.2.1.

5.3 Theoretical underpinning

In this section, we provide a rigorous semantics for the concepts that we informally used in the
previous section, such as anonymity notions and the adversary’s advantage. To this end, we cast all
required formalizations in the AnoA framework [12], a recent framework for computing quantitative
bounds for anonymous communication systems. Using this embedding into AnoA, we show that the
bounds computed by algorithm COMPUTEANONYMITY from Section 5.2 corresponds to the notion
of adversary advantage in the AnoA framework, and thereby show that the bounds are accurate
for Tor. Moreover, we will show that the bounds are tight under the assumption that traffic can
be perfectly correlated.

We start by reviewing the definitions of the three anonymity notions in AnoA. After that, we
show how to leverage the game-based definitions in AnoA for defining the adversary’s advantage
to the setting of malicious network infrastructure that we consider in this chapter.

5.3.1 Review: anonymity notions

The formalization of the three anonymity notions in AnoA closely follows the informal description
that we gave in Section 5.2.1 as a challenge-response game in which the adversary has to distinguish
two scenarios. Formally, an anonymity notion is simply a function « that receives as inputs two
senders Sp and S7 and two recipients Ry and Ry, as well as the so-called challenge bit b. It then
selects one sender and one recipient, based on the challenge bit and the considered anonymity
notion. For relationship anonymity, this selection is probabilistic. In slight abuse of notation we
write .S, instead of “if b = 0 then Sy, else S1”, and similarly for Rp.

Sender anonymity ags. The sender anonymity function agyq selects the sender according to the
challenge bit, and always considers the same recipient Ry. Hence

aga((So, S1, Ro, R1),b) := (Sp, Ro).
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Recipient anonymity ara. The recipient anonymity function apg selects the recipient according

to the challenge bit, and always considers the same sender Sy. Hence
arA((So, S1, Ro, R1),b) := (S0, Ry).

Relationship anonymity aggr,. The relationship anonymity function agrgr, selects one of the four

possible sender-recipient combinations as follows: if the challenge bit b is equal to 0, the function
randomly selects one of the two pairs (S, Rg) or (S1, R1); if b = 1, it randomly selects between
(S0, R1) and (S1, Ry). Compactly, we obtain

OéRA((S(), Sl,Ro, Rl),b) = (Sb',Rb@b’); b, < {0, 1} .

5.3.2 Leveraging game-based anonymity definitions

The definition of the AnoA challenger is the final part for casting the definition of the adversary’s
advantage in AnoA as a challenge-response game. In the AnoA framework, the challenger receives
as input an anonymity notion «, two senders, two recipients, and the challenge bit, and it then
simulates the Tor protocol for the sender-recipient scenario selected by «. The adversary interacts
with the challenger, in order to determine which scenario is being simulated. The adversary knows
all inputs to the challenger, in particular the anonymity notion, which senders and which recipients
are being considered, which sender sends messages to which recipient, up to an uncertainty of one
bit (the challenge challenge bit b).

In AnoA, one can furthermore provide to the challenger a description which parts of the in-
frastructure is considered malicious, and hence which observations an adversary is allowed to
make in the interaction. As in Section 5.2 we characterize a malicious infrastructure as a set
MZ CPU(SXxN)UWN xN)U (N xR)), where P(X) denotes the powerset of set X, and pass

MZT as an additional input to the challenger. We now describe the challenger in more detail.

The AnoA challenger for malicious infrastructure. The challenger Ch is defined in Figure 5.3. As
described above, it expects as inputs the considered anonymity notion «, the challenge bit b, two
senders Sy, S1, two recipients Ry, Ri1, and the description of the malicious infrastructure MZ.
The challenger accepts two types of messages from the adversary: challenge-messages, denoted as
(Challenge, m) in Figure 5.3, for triggering that a dedicated challenge message is sent, and input-
messages, denoted as (Input, S, m, R) in Figure 5.3, for sending additional messages (m) between
senders (S) and recipients (R):

e Challenge-messages: Upon receiving a message (Challenge,m), the challenger computes
the anonymity notion a on (Sp, S1, Ro, R1) and the challenge bit b, and obtains a sender-
recipient pair (S*, R*) € {Sy,S1} x {Ro, R1}. The challenger then simulates the Tor pro-
tocol by creating a new Tor circuit (ng,nm,nx) from sender S* to recipient R*, and then
sends the message m from S* to R* using Tor. We abbreviate this using the subroutine
SIMULATETOR(S*, m, R*) in Figure 5.3. Whenever a connection between two parties on this
circuit can be observed according to MZ, i.e., whenever (a,b) € MZ for two consecutive ele-
ments a, b from the Tor circuit, the adversary is given the transcript of this communication.
These observations precisely correspond to the observations described in Section 5.2.

e Input-messages: Upon receiving a message (Input, S, m, R), the challenger calls the subrou-
tine SIMULATETOR(S, m, R) as described in the previous case. Input-messages hence capture
additional information the adversary may have about the communication contents in the Tor
network.
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We now define the reduction of anonymity for an anonymity function « as the adversary’s
advantage in this game.3

Definition 2. (Reduction of anonymity/Advantage) Let « be an anonymity notion, Sy, S1 two
senders, Rg, R1 two recipients, and MZ a description of a malicious infrastructure. Then the
adversary’s advantage of an adversary A for these parameters is at most §, with 0 < § < 1, if for
all sufficiently large n € N, we have

Pr [0 = <A(1n)|Ch<Oé,0, So, S1, Ro,Rl,MI)>]
< Pr[0=(A(1")|Ch(e, 1, S0, S1, Ry, R1, MZ))] + 6.

We say that Tor exhibits a reduction of anonymity of at most §, written as Tor is §-IND-ANO, if
the adversary’s advantage of all probabilistic polynomial-time adversaries A is at most 0.

This definition hence captures a static, passive adversary that controls a given subset of the
network infrastructure. In particular, the adversary cannot adaptively decide which infrastructure
parts to compromise.

5.3.3 Correctness of our algorithm

The algorithm COMPUTEANONYMITY in Section 5.2 computes the probabilities of all observations
that an adversary can make in a given scenario, and aggregates their differences in a scenario-
dependent manner. We now show that the output of COMPUTEANONYMITY corresponds to the
anonymity reduction as defined in Definition 2, and hence indeed constitute meaningful anonymity
bounds. Moreover, we show that these bounds are tight, under the assumption that perfect traffic
correlation is possible.

We first show that the optimal advantage of an adversary can be characterized by the sum
over the probability differences of the observations for all sub-paths, provided that we consider an
abstraction of the Tor protocol. We call an advantage of § optimal if the adversary’s advantage
is at most 0 for all probabilistic polynomial-time adversaries A, and if there exists an adversary
A that achieves this advantage, i.e., the less-or-equal in Definition 2 is replaced by equality for
A. To define the abstraction of the Tor protocol, we define an abstract challenger Ch*. Instead of
simulating the Tor protocol, Ch* samples a Tor circuit (ng,nm, nx), according to the probability
distribution Pg r, and subsequently sends 0BVD(MZ, S, ng, nm, nx, R) to A.

Definition 3 (Abstract Challenger). Ch* is defined exactly as Ch in Figure 5.8 with the only
difference that instead of the subroutine SIMULATETOR Ch* uses SIMULATETOR™, which is defined
i Figure 5.4.

This models that the adversary cannot gain information about the content of encrypted mes-
sages, but that it can still determine at which point in the challenge circuit it makes an observation
(and still permitting traffic correlation attacks by definition of the challenger). The only exception
is that if the observation is made between the exit node and the recipient, then the adversary would
be able to see the message. However, since the adversary is allowed to choose the message in the
interaction with the challenger anyway, observing it does not reveal additional information.

3The corresponding definition in AnoA additionally allows to consider a multiplicative advantage e°. We have set
this to 1 here, such that § directly corresponds to the reduction of anonymity, however, an analysis that captures
the multiplicative advantage e can be performed analogously. Moreover, AnoA considers arbitrary probabilistic,
polynomial-time Turing machines and for technical reasons subsequently restricts them with wrapper machines (so-
called adversary classes). For the sake of presentation in our specific setting, we did not introduce the lengthy
description of adversary classes but instead restricted the adversary in the core definition and adjusted the challenger
accordingly.
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Challenger Ch(a, b, So, S1, Ro, R1, MTI)

Upon message (Input, (S, m, R))
Run SIMULATETOR(S, m, R).

Upon message (Challenge,m)
if this is the first challenge then
Compute (S*, R*) < a((So, S1, Ro, R1),b)
Run SIMULATETOR(S*, m, R*, MT).
else
Abort the game.

Subroutine SIMULATETOR(S, m, R, MT)

Simulate the Tor protocol:
S builds a fresh Tor circuit C, yielding (ng, nm, nx).
S sends m to R via the circuit C
for each two consecutive elements z,y € (S, ng,nm, nx, R) do
if (x,y) € MZ then
Output the transcript sent on (z,y) to A

Figure 5.3: The revised AnoA Challenger (for one challenge). Here o denotes the anonymity notion,
b the challenge bit, Sy and Sy the two senders, Ry and R; the two recipients, and MZ the malicious
infrastructure.

Subroutine SIMULATETOR* (S, m, R, MT)
Sample a Tor circuit (ng, nm, nx) <~ Ps r
Let o := 0BVD(MZ, S, ng, nm, nx, R)
Output o to A.

Figure 5.4: SIMULATETOR*: The abstract instantiation of SIMULATETOR for the challenger Ch*.

Lemma 1. For every anonymity notion ax with X € {SA,RA, REL}, all senders Sp,S1, all
recipients Ry, R1, and every description of a malicious infrastructure MZ, the optimal advantage
of an adversary is equal to dx as computed by COMPUTEANONYMITY(MZ, Sy, S1, Ro, R1) from
Section 5.2, if we assume an idealization of cryptography, and that traffic can be perfectly correlated.

Proof. We prove the lemma in two steps. First, we show that the values for dx computed by
COMPUTEANONYMITY are upper bounds for the reduction of anonymity against the idealized
challenger. Second, we show that an adversary exists that achieves this anonymity reduction, and
hence that our bounds are tight.

Let ax with X € {SA, RA, REL} be an anonymity notion, Sy, S; two senders, Ry, Ri, two
recipients, and MZ a description of a malicious infrastructure. To establish the upper bounds,
we even consider an unbounded adversary A. Under this assumption, .4 can pre-compute all
computations of the challenger, given that cryptographic operations are removed in this abstract
game. Hence input messages do not help the adversary in the game against the abstract challenger,
since the simulated behavior on input messages is statistically independent of the behavior on
challenge messages. We thus assume that A4 only receives a message from the challenger, which
runs on a message (Challenge,m) for an arbitrary but fixed m. For ease of notation, we omit the
security parameter in the following, and let (S*, R*) < ax(So, S1, Ro, R1,b) denote the sender and
recipient for the challenge. Moreover, we write {2 as a shortcut to denote the probability space on
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the adversary’s input induced by Ch*(ax,0, Sy, S1, Ro, R1, MZ). We then obtain

Pr[ .A( )|a + Ch* (aX,O So,Sl,Ro,Rl,MI)]
= Pr[0 = A(a)|a + SIMULATETOR"(S™*, m, R*, MT)]

(PS* r*(ng,Nm, nx)

(ng,nm,nx)

- Pr[0 = A(0BVD(MZ, S*,ng, nm, nx,R*))m])

— Z (( Z P5*7R*(nG,nM,nx))

0€ Obs (nG>nMsnx)s-t.
o=observe p7(S*,ng,nm,nx,R*)

- Pr [0=A(0)Q]>
= Z (store[S*,R*,O] -Prj0= A(O)m])v

o€ Obs

where store[S*, R*, o] is the probability that the observation o is made by the malicious infrastruc-
ture MZ, as calculated by the COMPUTEANONYMITY algorithm after the OBSERVATIONPHASE for
the considered parameters Sy, S1, R, R1, MZ. The last equality holds by definition of the store,
which contains the probability of each observation for a given pair of senders and recipients.
Upon inspection of Figure 5.2, depending on the anonymity notion, we conclude that COMPUTEANONYMITY
limits the success probability of A in the final DEDUCTIONPHASE as follows. We exemplarily show
the calculation for §g4; they follow analogously for dzp4 and drpr.

Z (store[So, Ry, o] -Pr[0 = A(0)|Q])

o€ Obs
< Z ((store[Sl,Ro,0]~l—
o€ Obs
(if store[Sy, Ry, 0] > (store[S1, Ry, 0] then
store[Sp, Ry, 0] — store[S1, Ry, 0] else 0)

Pr[0 = A(0)|2] ),

< Z (store[Sl, Ry, 0] -Pr[0 = A(0)|Q]) + dg4.
o€ Obs

This concludes the first part of the proof.

For the second part (bound tightness) we provide an adversary that achieves this bound. We
again only show this for dg4; the remaining two cases work analogously. Consider an adversary
A* that computes for all possible observations o € Obs(Sp, S1, Ry, R1) the probabilities that they
occur if b =0 and if b = 1. Then A* splits Obs(Sp, S1, Ro, R1) into

Obsy :Z{O € ObS(SO, Sl, Ry, Rl)
| store[Sy, Ry, 0] > store[S1, Ro, 0]}

and into Obsy := 0bs(Sy, S1, Ry, R1) \ Obsg. Whenever A* observes any o € Obsy, it outputs b.
The probability that A* wins can be computed exactly by following the computation of dg4 in
Figure 5.2. 0
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Using Lemma 1 we can now show our main theorem.

Theorem 1. For every anonymity notion ax with X € {SA,RA,REL}, all senders Sp,S1
and recipients Ry, Ry, and every description of a malicious infrastructure MZ, the optimal ad-
vantage of a probabilistic polynomial-time adversary against Tor is equal to dx as computed by
COMPUTEANONYMITY (MZ, Sy, S1, Ry, R1) from Section 5.2 up to a negligible additive factor, if
we assume that invidual traffic observations can be perfectly correlated in probabilistic polynomial-
time.

Proof. The key idea of the proof is as follows: We first leverage previous work for showing that
tight bounds are preserved for Ch with an idealized version of the Tor protocol. Subsequently we
show that the tight bounds are preserved for the abstract challenger Ch* and finally apply Lemma 1
to prove the theroem.

The challenger Ch in Definition 2 can be represented as the challenger in the AnoA frame-
work [12] with a suitable wrapper machine ACz,s,.5,,Ro,r; around the adversary A (a so-called
adversary class in the AnoA framework), which depends on MZ, Sy, S1, Ro, and R;. We denote
such a wrapped adversary as AC\z.s,.81,Ro. Ry (A)-

In a recent work [11], it has been shown that there is an idealized version of the Tor protocol
that is securely realizable by the Tor protocol in the sense of the UC framework [16].

It has been shown in the AnoA framework that if an idealized protocol is é-IND-ANO for some
anonymity notion ax and a certain adversary class, then there is a negligible function p such that
the cryptographic realization (in our case the Tor protocol) is (6 + w)-IND-ANO.

It remains to be shown that for every adversary ACaz,s,,5:,Ro,k: (A) against the idealized
version of Tor there is an equally strong adversary against Ch* and, for the tightness, vice versa.

Since we assume perfect traffic correlation, the adversary is capable to determine if two indi-
vidual observations for the same message sent over a circuit actually belong to the same circuit,
and thereby connect both observations into a single one for that circuit. Thus, the main remaining
hurdle in this proof is that the idealized Tor protocol from the literature does not reveal the position
of an observation. The position, however, can be computed by an adversary by keeping track of
the visible Tor nodes during the circuit construction phase as follows: due to the telescopic circuit
construction, the number of messages sent for creating a circuit depends on the position of the
entities; hence A can infer the position of the entity on the circuit by parsing the transcript and
counting the number of times it observes for each entity.

For the tightness we use Ngummy to describe protocol parties that the adversary cannot observe.
Upon receiving an observation o = (ny, ng, n3, ng, n5), the adversary replaces all unobserved elements
n; = L in o with ngummy. Subsequently, we ask the sender ny (who might be ndumy) to create a fresh
Tor circuit consisting of the nodes no, ng and ny and we then send the message m over this circuit
to ns. Note that any of the Tor nodes involved and/or the recipient may be ngummy-

Using Lemma 1, which shows that COMPUTEANONYMITY(MZ, Sy, S1, Ry, R1) computes the
optimal adversary’s advantage for the game against Ch*, we can conclude that § 4+ p is a bound for
the anonymity reduction of the Tor protocol for some negligible function u. Concerning tightness,
the adversary defined in the second part of Lemma 1 indeed meets this bound .

O

5.3.4 Sessions and multiple challenges

The AnoA framework moreover allows to model sessions consisting of messages, i.e., challenges
consisting of more than one message sent over the same Tor circuit). However, it has been shown
that the usage of sessions does not impact Tor’s anonymity [13]. It has also been shown there that
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anonymity guarantees in single-challenge games can be transformed into anonymity guarantees for
multiple challenges: If Tor is -IND-ANO-secure for one challenge, then it is (n - §)-IND-ANO-secure
for n challenges. This result trivially extends to the case of malicious network infrastructure.

Lemma 2. If Tor is §-IND-ANO for an anonymity notion «, two senders Sy, S1, two recipients
Ry, R1, and a description of a malicious infrastructure MZ (as in Definition 2), then Tor is also
(n - 9)-IND-ANO for «, Sp,S1,Ro, R1, and MZ, for a modification of the challenger that accepts n
messages (Challenge, m) instead of aborting the game after the first such message.

Proof. Asin the proof of Theorem 1, this adjusted multiple-challenges challenger can be represented
as the AnoA challenger [12] together with a suitable wrapper machine AC iz 5,,5,,Ro,r, around the
adversary, which depends on MZ, Sy, S1, Rg, and R;. Formally, our notion of §-IND-ANO for
the anonymity « in the sense of Definition 2 is defined in AnoA as (1,0, 0, a)-IND-ANO with the
adversary class AC\mz,s,,9,,Ro, k- Correspondingly, the extension of ¢’-IND-ANO in this chapter to
n challenges is defined in AnoA as (n,0, ', a)-IND-ANO with the adversary class ACmz.s,,51,Ro,R: -
Since this adversary class has a specific structure (called a Plug’n’Play Adversary Class in AnoA), it
satisfies a property called single-challenge reducability. As shown in AnoA, for every adversary class
that is single-challenge reducable, we have that (1,0, d, «)-IND-ANO implies (n,0,n - d, «)-IND-ANO,
which corresponds to the modification of the challenger to n-challenges.

O

5.4 Evaluation

In this section, we first describe how we constructed a model of the part of the Internet topology
that is used by the Tor network, which we call Tor’s Internet topology. Thereafter, we evaluate our
derived model of Tor’s Internet topology using the computation proposed in Section 5.2 to quantify
the reduction of anonymity against several scenarios of malicious infrastructure. The scenarios
include: the ASes of several Tier-1 providers (NTT, Level 3, DTAG) and their combination; the
German DE-CIX as the largest Internet Exchange point worldwide; and the landing point of Bude
that contains several submarine cables, one of them being the widely used TAT-14 cable between
the US and Europe. We perform these computations both for Tor’s path selection algorithm and for
its variant LASTor [8], which was designed to reduce the impeding effects of malicious infrastructure
by choosing geographically close Tor nodes. We first briefly review both path selection algorithms.
We then describe how we implemented COMPUTEANONYMITY from Section 5.2, how we selected
senders and recipients for our analyses, and which malicious infrastructure we evaluated against.
Finally, we present and discuss the corresponding results for the reduction of anonymity.

5.4.1 Tor’s Internet topology

Large parts of the Internet topology are not publicly available. In particular, it might be involved to
determine which routes a packet takes between two autonomous systems, which Internet exchange
point it crosses or which submarine cables it traverses. A widely used source for constructing a
model of the Internet’s topology is publicly available BGP-data. Before we describe our model of
Tor’s Internet topology, we briefly discuss why a model purely based on BGP-data is too inaccurate
for our purposes.
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Inaccuracy of a purely BGP-based model

The Border Gateway Protocol (BGP) is the standard protocol for negotiating and announcing
Internet routing between different ASes. In BGP, an AS announces to its peering ASes to which IP
prefixes it can connect them, and these peers can relay this information to their respective peers.
BGP data published by an AS consequently contains information about the paths that traffic will
most likely take from exactly this AS to the announced IP prefixes. Since several organizations
provide free BGP data feeds [7, 3], it is tempting to leverage BGP data for constructing a model
of Internet routing. However, these local views on the Internet are each specific to one AS. To
construct an accurate model of Tor’s Internet topology, we would require BGP information from
respective ASes of a large fraction of Tor nodes. Moreover, BGP information is very coarse-grained,
as it only reveals the ASes on the route, but not the precise routes. Hence it lacks the geographical
precision necessary for Internet exchange points and submarine cables, as many, especially the
often-used Tier-1 ASes span dozens of countries and even several continents.

Our model of Tor’s Internet topology

In order to evaluate our methodology for real-life settings, we constructed a model of Tor’s Internet
topology, i.e., how corresponding packets are routed in a snapshot of the Internet. Our topology
is derived from 8.4 million unique routing paths from the iPlane service [29] that we suitably
augmented with Traceroutes from Looking Glass servers [15]. This allows us to estimate the IP
routes of communications between Tor nodes. Based on this topology, we can flexibly model a
variety of network-level adversaries that control selected part of the network infrastructure, e.g., a
subset of autonomous systems, and major communication hubs such as the world’s largest Internet
exchange point DE-CIX and the transatlantic submarine cable TAT-14. As an additional sanity
check to refine precision and to exclude false positives, we use MaxMind’s GeolP2-City database
[2] to take into account geographic proximity to landing points of submarine cables. We then
empirically determined the coverage of our topology, i.e., the amount of routes between Tor relays
that we determined, with respect to a best-effort model of today’s Internet. Our findings show that
our snapshot still consists of around 1650 Tor nodes for which we achieve a coverage of 97%.

5.4.2 Tor’s default path selection and LASTor

In Section 5.2 we considered Tor’s path selection algorithm as a given distribution over Tor circuits.
For our evaluation, we concretely instantiate this distribution with a calculation of probabilities for
all Tor circuits, depending on the (reduced) Tor network consensus. The dependence of Tor’s path
selection algorithm on a multitude of parameters (e.g., individual flags and weights of Tor nodes,
family relations, TCP ports required for a connection, parameters selected by senders., etc.) makes
this a non-trivial task.

In addition to Tor’s default path selection algorithm, several variants have been proposed that
strive to improve performance or anonymity under specific assumptions. Among these variants,
LASTor [8] has been specifically designed to protect Tor’s anonymity against malicious infrastruc-
ture. We hence include LASTor in our evaluation and compare its anonymity against the default
selection algorithm. Thereby, we also provide answers to the question under which circumstances
LASTor improves upon Tor’s path selection algorithm, and identify situations where the opposite
is the case.

Throughout our evaluation we compare senders that use the same variant of Tor’s path selection
algorithm (either the default one or LASTor), whereas the necessary TCP port(s) for the connection
are determined by the respective recipients.

— 111 of 127 -



D3.2 - Design, Modelling and Analysis P!

SA RA REL
1 T T T T 1 T T T T 1 T T T
- —— NTT =w=ee level3 s - —— NTT =w=e leveld i 3 —— NTT =w=e leveld
£ gl |-=* DTAG -enTier1| 77| & yg| |-=* DTAG - Tier-1 i £ yg| |-=- DTAG - Tier1 |
=z T e DE-CIX Bude [~ E g Il R T DE-CIX Bude H = | | DE-CIX Bude :
.2 H © - [S) H
B H = R =} '
2 06F 2 06 v T o06) i
3 e e o
2 04f £ oo04f Z 04f -
g 02f g 0.2 S 0.2f 5
= = g
< < ‘ < et
( [ ; o Luusaias 0 amnn D s 2
0 20 40 60 80 100 0 0 20 40 60 80 100
Number of sender/recipient pairs with at Number of sender/recipient pairs with at Number of sender/recipient pairs with at
most this anonymity reduction. most this anonymity reduction. most this anonymity reduction.
10 . 1 . 1 1
= 08 B = 08 B 3 08 b
< < &
“ o
S 06 . S o6l 1 B o6l .
ke 5 5
& 2 =
5 04f 1 % 04) 1 S04l 1
eal ‘ el =
0.2 il ‘ ‘ b 0.2 L ‘ ‘ b 0.2 N
0 N 0 - ﬁ 0 = ; =
Adversaries (from left to right): NTT, Adversaries (from left to right): NTT, Adversaries (from left to right): NTT,
level3, DTAG, Tier-1, DE-CIX, Bude level3, DTAG, Tier-1, DE-CIX, Bude level3, DTAG, Tier-1, DE-CIX, Bude

Figure 5.5: PSTor: Anonymity reduction per sample of senders and recipients (top), as well as box
plots for these values, including lower quartile, median, upper quartile and minimal and maximal
values of anonymity reduction (bottom) of Tor’s path selection algorithm for all three anonymity
notions: sender anonymity (left), recipient anonymity (middle) and relationship anonymity (right).

Tor’s default path selection algorithm

For our evaluation we utilize MATor [13] for computing the distribution of Tor’s path selection
algorithm. Tor randomly selects nodes based on their flags in the Tor consensus, and for the exit
node additionally based on whether the ports required by the user are offered by the Tor node.
The path selection weights this random choice with the weight in the Tor consensus, which is
highly correlated with the node’s offered bandwidth. We refer to MATor [13] for a more detailed
description.

LASTor

In LASTor, Tor nodes are grouped together into so-called clusters based on their physical location
(latitude and longitude). LASTor first selects a guard cluster, a middle cluster and an exit cluster,
and weights the guard cluster (and exit cluster) inverse to the distance between them and the
sender (or the recipient, respectively), and thereby reduces the physical distance in expectation.
After selecting clusters, LASTor selects a node from each cluster uniformly at random. To add
further resilience against malicious ASes, LASTor ensures that no AS is chosen that can observe
both the connections between sender and guard node, and between exit node and recipient. We
refer to the original paper [8] for a more detailed description.
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5.4.3 Senders and recipients

Routing path information from senders to Tor guards and vice versa, as well as from Tor exit
nodes to recipients and vice versa, is crucial for accurately calculating the anonymity reduction
against malicious infrastructure. Consequently, we select senders and recipients in a way that
allows us to derive routing path information ourselves. To this end, we use looking glass servers —
a collective of different servers, distributed over the world, that provide an open HTTP interface
for running Traceroute. We use the server list provided at http://www.traceroute.org/ as a
reference for available looking glass servers, and we selected servers with a small response-time and
high availability from this list. We then automatically query these servers with Traceroute request
to all Tor guard nodes and Tor exit nodes via HTTP-requests and extract the Traceroute path
from the resulting page. From all 290 working Looking Glass servers we utilized, we choose 20
stable and responsive servers with ideal coverage in different IP prefixes and select them as senders
and recipients. We identified them using a tcpdump on a well-connected server under our control
that captured any UDP, ICMP, and TCP traffic, and then queried Traceroute individually for our
server from the used looking glass servers. We then identify the corresponding ASN via the whois
service provided by team CYMRU and locate their geographical position via the commercial GeolP
database of MaxMind [2]. For each evaluation, we sampled two senders and two recipients from
our 20 looking glass servers uniformly at random.

5.4.4 Evaluating malicious infrastructure

We now instantiate the malicious infrastructure of our analysis with actual companies and locations
of interest. For ease of presentation and to achieve comparability of our results we focus on the
following six instances of malicious infrastructure: a selection of three Tier-1 providers, as well
as their combination; DE-CIX as the world’s largest IXP; and one of the most important landing
points of submarine cables at Bude, UK.

Nippon Telegraph and Telephone (NTT): All ASes belonging to the Japan-based Tier-1
provider NTT, which has more than 20 ASes, connecting Asia, North America and Europe.

Level 3 Communications: All 15 ASes belonging to the US-based Tier-1 provider Level 3
Communications, which operates in Africa, Asia, Europe, Middle East and South America.

Deutsche Telekom AG (DTAG): All 3 ASes belonging to the Germany-based Tier-1 provider
DTAG, which operates in Africa, Asia, Europe, North America, and South America.

Tier-1: All ASes belonging to Level 3, DTAG and NTT.

DE-CIX: The world’s largest IXP, the German DE-CIX in Frankfurt. The DE-CIX connects more
than 626 ASes, with a strong focus on Europe. As a geographic constraint we only add DE-CIX
to a routing path between IP prefixes of openly peering ASes within Europe.

Bude landing point: The landing point of submarine cables at Bude, UK. Hence the adversary
can observe all communication that traverses this landing point. Several submarine cables are
crossing through the Bude landing point: the transatlantic cables TAT-14, Apollo, and Yellow, the
Euro-African-Indian cable Europe India Gateway, the France-Ireland-England cable FastnetCon-
nect, the England-Westafrican cable Glo-1, and the England-Ireland cable Pan European Crossing.

5.4.5 Results

For our evaluation against the aforementioned scenarios of malicious infrastructure, we first consider
Tor’s default path selection algorithm and considered recipients that are only contacted via HTTPS
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(TCP port 443). This corresponds to the main usage of Tor, as the Tor-Browser applies HTTPS-
Everywhere. We thus consider senders and recipients for which the distribution over Tor circuits
is equal, so that an adversary can gain information by observing traffic into the Tor network (for
sender anonymity) or out of the Tor network (for recipient anonymity) or both (for relationship
anonymity).

Our results for Tor’s default path selection algorithm are given in Figure 5.5 (upper part) as three
graphs, for sender anonymity, recipient anonymity, and relationship anonymity. In each graph, one
line corresponds to one scenario of malicious infrastructure, showing all samples of sender/recipient
pairs (z-axis) ordered by the respective anonymity reduction § (y-axis) according to Definition 2.
For ease of comparison, we added box plots for these graphs (Figure 5.5, lower part), presenting
the lower quartile, the inner quartile (median) and the upper quartile, with whiskers showing the
lowest and highest sample (excluding outliers with more than 1.5 times the difference between
upper quartile and lower quartile, which rarely occurred).

We then compare our results for Tor’s default path selection algorithm with our results for
LASTor in Figure 5.6, depicting the difference between LASTors anonymity reduction and Tor’s
default anonymity reduction (per sample) for each scenario of malicious infrastructure.

Sender anonymity

For sender anonymity we considered a scenario where the sender visits a malicious website, i.e.,
connects to a malicious recipient. Consequently, the adversary can (in addition to the observations
using malicious infrastructure) observe traffic from the Tor network to the recipient.

Tor: All considered adversaries noticeably reduce sender anonymity. Both Level 3 and NTT
reduce sender anonymity significantly, for the majority of samples. The DE-CIX adversary is
geographically restricted, and thus its success depends mainly on the location of the senders. In
particular, DE-CIX reduces the anonymity of senders residing in Europe by more than 17% on
average, while reducing anonymity by less than 1% for senders outside of Europe.

A corruption of the Bude landing point results in a reduction of sender anonymity ranging from
1% up to 40%, depending on the considered sample. We attribute these results to the fact that
many Tor circuits need to use some submarine cable, as Tor circuits often span more than one
continent. However, since we only considered a corruption of the Bude landing point, many other
cables using different landing points exist.

LASTor: LASTor clearly improves anonymity against the DE-CIX adversary. However, the Level
3 adversary, and the Bude landing point adversary become significantly stronger. We interpret this
as follows. The probability to choose a guard for which DE-CIX, or, for several samples, NTT
or DTAG observes S1-G is drastically reduced by LASTor. We see two possible reasons for the
increased strength of the Level 3 adversary and the Bude adversary: first, the probability to use a
guard to which they observe a communication from the sender is increased; and second, internal
observations made within the Tor network give away information about the senders’ location, e.g.,
in many cases a cable would be used by one sender, but not by another sender, even for traffic
between the guard node and the middle node. Consequently, observations made within a Tor circuit
can help in distinguishing between two senders. Although such an observation does not completely
deanonymize the sender, it gives away partial information, and it substantiates the necessity to
cover the more subtle information that an adversary can exploit. We attribute the overall increase
of DTAG and NTT to the second reason as well.
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Figure 5.6: Difference LASTor: The difference between the anonymity reductions per sample of
senders and recipients for all three anonymity notions: sender anonymity (left), recipient anonymity
(middle) and relationship anonymity (right). Note that the y-axis ranges from -.25 to .25. A higher
value means that LASTor offers in these cases less anonymity compared to the setting in Figure 5.5.

Recipient anonymity

For recipient anonymity we considered a scenario where the adversary can observe the Internet con-
nection of the sender. Consequently, the adversary can (in addition to the observations using mali-
cious infrastructure) observe traffic from the sender into the Tor network. As for sender anonymity,
all considered adversaries noticeably reduce recipient anonymity. Level3 reduces anonymity more
significantly than for sender anonymity: by over 10% for 70% of our samples. We observe that for
all considered scenarios of malicious infrastructure, the variance of the anonymity reduction is sig-
nificantly smaller for recipient anonymity than for sender anonymity. In particular, the anonymity
reduction depends less on the positions of sender and recipient, and more on the positions of Tor’s
exit nodes. We attribute this dependency to the smaller number of Tor exit nodes.

Relationship anonymity

The relationship anonymity reduction of the considered malicious infrastructure is naturally smaller
than for sender anonymity and for recipient anonymity, since relationship anonymity is inherently
harder to break. Consequently, most considered scenarios of malicious infrastructures only reduced
relationship anonymity by a small degree, with the noteworthy exception of the Tier-1 provider
Level 3. Note that the combination of our three Tier-1 providers in comparison is extremely
strong. For relationship anonymity, their combined impact is significantly higher than the sum
of the impacts of the individual providers and reaches values above 20% for almost half of our
samples. These results show that large (groups of) autonomous systems pose a significant threat
for relationship anonymity, and thus, for every usage of Tor. Their impact is even stronger against
LASTor, as even in cases in which these groups cannot completely deanonymize a connection, they
can often gain partial information about the geographic location of senders and recipients.

5.4.6 Different TCP Ports

So far we analyzed Tor and LASTor for HTTPS only, which corresponds to the main usage of Tor.
However, Tor can be used for (almost) arbitrary TCP traffic. For the following analyses, we hence
compare two recipients with different requirements: one is only contacted via HTTPS on port 443
and the other provides an Internet Relay Chat (IRC), thereby additionally requiring port 6667.
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Figure 5.7: Difference Distinct Ports PSTor: Impact of using different TCP ports on the
anonymity reduction per sample of senders and recipients of Tor’s path selection algorithm for
recipient anonymity (left) and relationship anonymity (right). Note that the y-axis ranges from
-0.15 to 0.15. We compare a user requesting port 443 (HTTPS) with a user requesting port 443
and 6667 (IRC). A higher value means that in these cases different ports with PSTor leads to less
anonymity compared to the setting in Figure 5.5.

As this port is not supported by all Tor exit nodes, the path selection algorithm is restricted. We
present the anonymity reduction imposed by the considered scenarios of malicious infrastructure in
Figure 5.7 (for Tor’s path selection algorithm). Considering ports typically increases the anonymity
reduction. However, in contrast to the observations of Backes et. al. [13] for compromised Tor nodes
(where restricting the path selection algorithm for Sy—Rj, but not for Sy—Ry, always reduces
anonymity), we can identify cases in which the anonymity reduction is less severe if one recipient
requires a less supported port, like IRC (see, e.g., the leftmost results for Bude in Figure 5.7). For
instance, consider a heavy-weight exit node X that only supports port 443 and an adversary that
observes the connection between X and R;, but not between X and Ry. While the adversary can
deanonymize the recipient if it observes traffic from X to Ry, no such observation can be made
anymore if Ry requires a different port, since X cannot be selected as an exit node.

5.5 Related work

There is a rich literature on traffic correlation attacks against Tor [32, 23, 21, 30, 22, 10, 34].
These works substantiate the common belief that malicious infrastructure adversaries with their
traffic correlation attacks constitute the most important real-life threat to Tor. We discuss the
most closely related works in this respect in the following. None of these works aimed at providing
semantically well-founded bounds to which extent anonymity is being reduced if specific parts of
the network infrastructure are considered malicious; we do not repeat this for all the following
works.

Previous work on establishing rigorous anonymity guarantees (e.g., [20], AnoA [12], and MA-
Tor [13]) only consider node-level adversaries and do not address network-level adversaries, such
as Tier-1 providers, Internet Exchange points, or submarine cables. However, we ground the algo-
rithmic computation conducted here and its theoretical underpinning on the AnoA framework, in
order to for quantifying the degree of a user’s anonymity in an anonymous communication service,
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such as Tor [17], Aqua [28], or I2P [24].

Nithyanand et al. [33] showed how to empirically measure the impact of AS-level adversaries
against Tor. They ground their work on AS-level peering data (including customer, peer, and
provider relations) and use shortest AS paths and randomization in case several options are avail-
able. As such, it provides empirical observations without striving for rigorous guarantees. In
contrast to our derived model, their model consists of AS paths instead of IP prefixes, and it in
particular disregards that large ASes would, depending on the destination of the source, route a
packet in a completely different way. A recent study by Anwar et al. [9] shows that ignoring the
geographic position of source and destination can lead to up to 45% of inaccuracy. In particu-
lar on intercontinental routing paths, the AS-level model is highly inaccurate. In the presence of
Tor’s path selection that (for anonymity reasons) ignores a client’s geographic position and thereby
chooses with high probability paths that include transcontinental sub-paths, the shortcomings of
such a model become evident.

Juen et al. [27] analyzed the precision of routing path prediction techniques for anonymity
analysis of Tor and improved path selection algorithms. The authors presented a method for Tor
relays to measure large parts of the Internet structure, and succeeded in convincing 28 Tor relays to
deploy their method. Additionally, they briefly analyzed Tor against singular network adversaries
(the same AS twice on a path). It would be interesting to use their tools for gathering data about
the Internet’s topology to complement our model, and potentially vice versa.

Jaggard et al. [25] also developed a trust-based analysis framework for which they also con-
sider malicious submarine cables. Their work is complementary to ours, since their focus lies on
formalizing the trust on a given piece of infrastructure.

Johnson et al. [26] introduced a simulation framework for Tor’s path selection and analyzed
the benefit of guard nodes and the strength of AS-level adversaries. The underlying model of the
Internet topology they use, however, considers not only AS-level paths, which often strongly reduce
accuracy (see above), but also randomly chosen paths through neighboring ASes. Their work is
insightful, but the resulting imprecision of their model of the Internet topology distorts the results
and makes them hard to interpret.

These network-level attacks gave rise to several novel path selection algorithms that reduce the
number of ASes that are crossed, such as LASTor by Akhoondi et al. [8] or the AS-aware Tor
path selection by Edman and Syverson [18]. In this work, we compare the anonymity guarantees
of LASTor (in our model of the Internet’s topology) with Tor’s path selection, and thereby quan-
titatively answer the question if minimizing the number of crossed ASes increases or decreases a
client’s anonymity. As our evaluation shows, both answers are possible, depending on the location
of senders and recipients and on the position of the AS: in many cases a client’s anonymity can
indeed be increased; yet, the necessary methods inherently leak partial information about clients,
and hence present an additional attack vector for malicious ASes.
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A. The SphinxMix Python package

The sphinxmix python package is an open source library, published by PANORAMIX partners
under a LPGL license, that implements the core cryptographic functions necessary for building a
decryption mix network. The cryptographic techniques are based on the sphinxmix packet format
(Danezis & Goldberg 2009), and have been significantly extended for performance and flexibility.
In particular, the library allows for arbitrary replay prevention mechanisms to be implemented, for
arbitrary routing information to be provided to each mix on a message path, and for the ease use
of any cryptographic primitives for public key and symmetric key cryptographic operations. This
flexibility is necessary to experiment as part of WP3 with different research prototypes, but the
code base is of production quality — and the library is available for all to use.

The sphinxmix package master branch is about 700 lines of cryptographic code, including the
functional components, documentation, tests and configuration. A development branch, of similar
size and complexity, is also available testing lower level C language bindings for key cryptographic
operations using the Cython compiler. Where performance improvements are significant, features
are being integrated in the master branch.

The sphinxmix development follows gold standards in terms of open source engineering quality
and tool chains:

Revision control & issue tracking. The library is developed under a regime of distributed re-
vision control, using the git revision control systems. Development is done on a number
of temporary feature branches and merged into a master release branch after testing. It is
actively maintained and hosted on the GitHub service and is available for all to clone, report
issues and contribute patches to.

Unit tests & CI. The library contains tests for all functions implemented using the well-established
pytest framework. Testing for compatibility with Python 2 and Python 3 is automated using
the Tox framework, that also tests its packaging logic. The on-line continuous integration ser-
vice Travis-CI is used to monitor all branches and ensure that all tests pass on all platforms.
Test coverage is 97% of the lines of code and is continuously monitored for each build by the
coveralls.io service.

Packaging & availability. The library is available as a standalone Python package, along with
a clear description of its dependencies that can be automatically installed using the standard
pip package manager. Current and all previous versions of the library are available from the
central Python package repository Pypi.

Online & self documentation. All user-exposed library functions are self-documented using
pydoc strings, and thematic example usages and a guide is also provided for the package.
The documentation examples are tested as part of the test suite, and the documentation
complied using the Sphinx Python documentation package. The documentation is available
on the standard pythonhosted.org service.
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This appendix presents the library documentation and user guide.
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The sphinxmix package documentation

This documentation relates to the sphinxmix package version 0.0.6.

Installing
Install using pip through the command:

$ pip install sphinxmix

Basic usage

The sphinxmix package implements the Sphinx mix packet format core cryptographic functions.
The paper describing sphinx may be found here:

e George Danezis and lan Goldberg. Sphinx: A Compact and Provably Secure Mix Format. IEEE Symposium on Security
and Privacy 2009. [link]

All the sphinxmix cryptography is encapsulated and within a SphinxParams object that is used by all subsequent functions. To
make sphinxmix use different cryptographic primitives simply extend this class, or re-implement it. The default cryptographic
primitives are NIST/SEGS-p224 curves, AES and SHA256.

Sending Sphinx messages

To package or process sphinx messages create a new SphinxParams object:

>>> # Instantiate a the crypto parameters for Sphinx.
>>> from sphinxmix.SphinxParams import SphinxParams
>>> params = SphinxParams()

The sphinxmix package requires some rudimentary Public Key Information: mix nodes need an identifier created by Nenc and the
PKI consists of a dictionary mapping node names to pki_entry records. Those include secret keys (derived using gensecret) and

public keys (derived using expon).

>>> # The minimal PKI involves names of nodes and keys
>>> from sphinxmix.SphinxClient import pki_entry, Nenc
>>> pkiPriv = {}
>>> pkiPub = {}
>>> for i in range(10):
nid = i
X = params.group.gensecret()
y = params.group.expon(params.group.g, X)
pkiPriv[nid] = pki_entry(nid, x, y)
pkiPub[nid] = pki_entry(nid, None, y)

A client may package a message using the Sphinx format to relay over a number of mix servers. The function rand_subset may be
used to select a random number of node identifiers; the function create_forward_message can then be used to package the

message, ready to be sent to the first mix. Note both destination and message need to be bytes.

>>> # The simplest path selection algorithm and message packaging
>>> from sphinxmix.SphinxClient import rand_subset, \

cee create_forward_message

>>> use_nodes = rand_subset(pkiPub.keys(), 5)

>>> nodes_routing = list(map(Nenc, use_nodes))

>>> keys_nodes = [pkiPub[n].y for n in use_nodes]

>>> dest = b"bob"

>>> message = b"this is a test”

>>> header, delta = create_forward_message(params, nodes_routing, \

keys_nodes, dest, message) B v latest -



The client may specify any information in the nodes_routing list, that will be passed to intermediate mixes. At a minimum this

should include information about the next mix.

Processing Sphinx messages at a mix

The heart of a Sphinx mix server is the sphinx_process function, that takes the server secret and decodes incoming messages. In

this example the message encode above, is decoded by the sequence of mixes.

>>> # Process message by the sequence of mixes
>>> from sphinxmix.SphinxClient import PFdecode, Relay flag, Dest_flag, Surb_flag, receive_forward
>>> from sphinxmix.SphinxNode import sphinx_process
>>> x = pkiPriv[use_nodes[0]].x
>>> while True:
ret = sphinx_process(params, x, header, delta)
(tag, info, (header, delta)) = ret
routing = PFdecode(params, info)
if routing[@] == Relay_flag:
flag, addr = routing
x = pkiPriv[addr].x
elif routing[@] == Dest_flag:
assert receive_forward(params, delta) == [dest, message]
break

It is the responsibility of a mix to record tags of messages to prevent replay attacks. The PFdecode function may be used to recover

routing Information including the next mix, or any other user specified information.

Single use reply Blocks

A facility provided by Sphinx is the creation and use of Single Use Reply Blocks (SURB) to route messages back to an anonymous
receipient. First a receiver needs to create a SURB using create_surb and passes on the nymtuple structure to the sender, and

storing surbkeytuple keyed by the identifier surbid:

>>> from sphinxmix.SphinxClient import create_surb, package_surb
>>> surbid, surbkeytuple, nymtuple = create_surb(params, nodes_routing, keys_nodes, b"myself")

Using the nymtuple a sender can package a message to be sent through the network, starting at the nymtuple[0] router:

>>> message = b"This is a reply"
>>> header, delta = package_surb(params, nymtuple, message)

The network processes the SURB as any other message, until it is received by the last mix in the path:

>>> x = pkiPriv[use_nodes[0]].x
>>> while True:
ret = sphinx_process(params, x, header, delta)
(tag, B, (header, delta)) = ret
routing = PFdecode(params, B)

if routing[@] == Relay_flag:
flag, addr = routing
x = pkiPriv[addr].x

elif routing[@] == Surb_flag:
flag, dest, myid = routing
break

The final mix server must sent the myid and delta to the destination dest, where it may be decoded using the surbkeytuple.

>>> from sphinxmix.SphinxClient import receive_surb
>>> received = receive_surb(params, surbkeytuple, delta)
>>> assert received == message

. . . . . & v:latest~
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A sender may embed arbitrary information to mix nodes, as demonstrated by embedding b'info" to each mix, and

b'final_info' to the final mix:

>>> use_nodes = rand_subset(pkiPub.keys(), 5)

>>> nodes_routing = [Nenc((n, b'info')) for n in use_nodes]

>>> keys_nodes = [pkiPub[n].y for n in use_nodes]

>>> dest = (b"bob", b"final_info")

>>> message = b"this is a test”

>>> header, delta = create_forward_message(params, nodes_routing, \
v keys_nodes, dest, message)

Mixes decode the arbitrary structure passed by the clients, and can interpret it to implement more complex mixing strategies:

>>> x = pkiPriv[use_nodes[0]].x
>>> while True:
ret = sphinx_process(params, x, header, delta)
(tag, info, (header, delta)) = ret
routing = PFdecode(params, info)
if routing[@] == Relay_flag:
flag, (addr, additional_info) = routing
assert additional_info == b'info'
x = pkiPriv[addr].x
elif routing[@] == Dest_flag:
[[dest, additional_info], msg] = receive_forward(params, delta)

assert additional_info == b'final_info’
assert dest == b'bob’
break

Packaging mix messages to byte strings:

The sphinxmix package provides functions pack_message and unpack_message to serialize and deserialize mix messages using msgpack.

Some meta-data about the parameter length are passed along the message any may be used to select an appropriate parameter

environment for the decoding of the message.

>>> from sphinxmix.SphinxClient import pack_message, unpack_message
>>> bin_message = pack_message(params, (header, delta))
>>> param_dict = { (params.max_len, params.m):params }
>>> px, (headerl, deltal) = unpack_message(param_dict, bin_message)

Development

The git repository for sphinxmix can be cloned from here: https://github.com/UCL-InfoSec/sphinx

The pytest unit tests and doctests of sphinxmix may be ran using tox simply through the command:

$ tox
To upload a new distribution of sphinxmix the maintainer simply uses:

$ python setup.py sdist upload

Core classes and functions

chwssphinxmix.SphinxParams.SphinxParams(@uup=Nona}wadm;kn=192,bmbfkn=1024)

class sphinxmix.SphinxParams.Group_ECC(gid=713)
Group operations in ECC

Client functions

sphinxmix.SphinxClient.pki_entry(id, x, y)

A helper named tuple to store PKI information.
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sphinxmix.SphinxClient.Nenc(idnum)

The encoding of mix names.

sphinxmix.SphinxClient.Relay_flag = "\xf0'

Routing flag indicating message is to be relayed.

sphinxmix.SphinxClient.Dest_flag = "\xfI'

Routing flag indicating message is to be delivered.

sphinxmix.SphinxClient.Surb_flag = "\xf2'
Routing flag indicating surb reply is to be delivered.

sphinxmix.SphinxClient. PFdecode(param, packed)

Decoder of prefix free encoder for commands received by mix or clients.

sphinxmix.SphinxClient.rand_subset(Ist, nu)

Return a list of nu random elements of the given list (without replacement).

sphinxmix.SphinxClient. create_forward_message(pamms, nodelist, keys, dest, msg)

Creates a forward Sphix message, ready to be processed by a first mix.

It takes as parameters a node list of mix information, that will be provided to each mix, forming the path of the message; a list

of public keys of all intermediate mixes; a destination and a message (byte arrays).

sphinxmix.SphinxClient. receive_for‘ward(pamms, delta)

Decodes the body of a forward message.

Packaging messages

sphinxmix.SphinxClient.pack_message(params, m)

A method to pack mix messages.

sphinxmix.SphinxClient.unpack_message(params_dict, m)

A method to unpack mix messages.

Mix functions

sphinxmix.SphinxNode.sphinx_process(params, secret, header, delta)

The heart of a Sphinx server, that processes incoming messages. It takes a set of parameters, the secret of the server, and an

incoming message header and body.

SURB functions

sphinxmix.SphinxClient.create_surb(params, nodelist, keys, dest)

Creates a Sphinx single use reply block (SURB) using a set of parameters; a sequence of mix identifiers; a pki mapping names
of mixes to keys; and a final destination.

Returns:

o A triplet (surbid, surbkeytuple, nymtuple). Where the surbid can be used as an index to store the secrets surbkeytuple;
nymtuple is the actual SURB that needs to be sent to the receiver.

sphinxmix.SphinxClient.package_surb(params, nymtuple, message)
Packages a message to be sent with a SURB. The message has to be bytes, and the nymtuple is the structure returned by the
create_surb call.

Returns a header and a body to pass to the first mix.

sphinxmix.SphinxClient. receive_sur‘b(pmams, keytuple, delta)
Processes a SURB body to extract the reply. The keytuple was provided at the time of SURB creation, and can be & v: latest~

the SURB id, which is also returned to the receiving user.



Returns the decoded message.
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